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Abstract

We investigate quantitative properties of the nonnegative solutions u(t, x) ≥ 0 to the nonlinear
fractional diffusion equation, ∂tu + L(um) = 0, posed in a bounded domain, x ∈ Ω ⊂ RN with
m > 1 for t > 0. As L we use one of the most common definitions of the fractional Laplacian (−∆)s,
0 < s < 1, in a bounded domain with zero Dirichlet boundary conditions. We consider a general
class of very weak solutions of the equation, and obtain a priori estimates in the form of smoothing
effects, absolute upper bounds, lower bounds, and Harnack inequalities. We also investigate the
boundary behaviour and we obtain sharp estimates from above and below. The standard Laplacian
case s = 1 or the linear case m = 1 are recovered as limits. The method is quite general, suitable to
be applied to a number of similar problems.
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1 Introduction

A cornerstone in the modern theory of nonlinear partial differential equations is the derivation of
suitable a priori estimates. Such estimates are used to ensure the boundedness or compactness of
the approximate families on which the existence theory is based, and also in deriving the regularity
estimates that ensure that generalized solutions are actually smooth in some sense. In this paper
we address the question of obtaining a priori estimates for the solutions of the Nonlinear Fractional
Diffusion Equation (NFDE):

∂tu+ L(um) = 0 posed in Q = (0,∞)× Ω , (1.1)

where Ω ⊂ RN is a bounded domain with smooth boundary. We take m > 1, 0 < s ≤ 1, N ≥ 1
and u ≥ 0. The linear operator L is a fractional power of the Laplacian subject to suitable Dirichlet
boundary conditions. It is known that different versions are acceptable to materialize such concept
of fractional operator. Their definition and main properties are recalled for the reader’s convenience
in Section 2.1. For definiteness, in this paper we will consider one of such definitions, the so-called
spectral fractional Laplacian, and derive a whole set of estimates for the nonnegative solutions of the
problem, but the arguments are of a general nature and are suitable to be applied to other choices of
diffusion operator.

The main results. For a quite general class of nonnegative weak solutions to the above problem, we
will derive in Theorems 5.1 and 5.2 absolute upper estimates, valid up to the boundary, of the form

u(t, x) ≤ K2
Φ1(x)

1
m

t
1

m−1

, ∀t > 0 , ∀x ∈ Ω . (1.2)

In particular, we observe that the boundary behaviour is dictated by Φ1 , the first positive eigenfunction
of L , which behaves like (a power of) the distance to the boundary at least when the domain is smooth
enough. In Theorem 5.3 we will also prove standard and weighted instantaneous smoothing effects of
the type

sup
x∈Ω

u(t, x) ≤ K4

tNϑ1,1

(∫

Ω
u(t, x)Φ1(x) dx

)2sϑ1,1

≤ K4

tNϑ1,1

(∫

Ω
u0Φ1(x) dx

)2sϑ1,1

, ∀t > 0 , (1.3)

where ϑ1,1 = 1/(2s+(N+1)(m−1)) . This is sharper than (1.2) only for small times. As a consequence
of the above upper estimates, we derive a number of useful weighted estimates in Section 6 , and we
also obtain backward in time smoothing effect of the form

‖u(t)‖L∞(Ω) ≤
K4

t(d+1)ϑ1,1

(
1 ∨ h

t

) 2sϑ1,1
m−1

‖u(t+ h)‖2sϑ1,1

L1
Φ1

(Ω)
, ∀t, h > 0 , (1.4)

which is a bit surprising and has not been observed before to our knowledge. Section 7 is devoted to
the lower estimates, the main result being Theorem 7.1:

u(t0, x0) ≥ L1
Φ1(x0)

1
m

t
1

m−1

∀t ≥ t∗ > 0 , ∀x0 ∈ Ω , (1.5)

where the waiting time t∗ has the explicit form

t∗ = L0

(∫

Ω
u0Φ1 dx

)−(m−1)

.
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In Section 8 we observe that the above estimates combine into global Harnack inequalities in the form
given in Theorem 8.1 , namely for all t ≥ t∗

H0
Φ1(x0)

1
m

t
1

m−1

≤ u(t, x0) ≤ H1
Φ1(x0)

1
m

t
1

m−1

. (1.6)

We provide as a corollary the local Harnack inequalities of elliptic type of Theorem 8.2: for all t ≥ t∗
sup

x∈BR(x0)
u(t, x) ≤ H2 inf

x∈BR(x0)
u(t, x). (1.7)

The latter inequalities imply the more standard forward Harnack inequalities of [24, 25], and to our
knowledge have not been observed before, even in the case s = 1 .

All the above constants Ki, Li, Hi > 0 are universal, in the sense that may depend only on N,m, s and
Ω , but not on u. They also have an almost explicit expression, usually given in the proof. Actually,
we have tried to obtain quantitative versions of the estimates with indication of the dependence of
the relevant constants. In some cases the estimates are absolute, in the sense that they are valid
independently of the (norm of the) initial data.

In Section 9 we show how our method applies also to weak solutions of elliptic equations of the form

LW = λW p with p = 1
m < 1 ,

and with homogeneous Dirichlet boundary conditions. In Theorem 9.2 we obtain sharp upper bounds
and lower bounds for V = W p , namely

h0‖W‖pLpΦ1
(Ω)

Φ1(x0) ≤W (x0) ≤ h1Φ1(x0) .

Note that the upper bound in the formula does not hold for p = 1.

New method. It is worth making a comment about the novel tools used in the proofs. Departing
from previous works, we exploit the functional properties of the linear operator as much as possible.
More precisely, we use the Green function of the fractional operator even in the definition of solution,
and we make essential use of estimates on its behaviour in the proofs. A key ingredient is thus the
knowledge of good estimates for the Green function, that we state in Section 2.2; the new ones are
proved in Appendix 11.1. Such a functional approach allows us to avoid more standard methods, such
as Moser’s iteration, the De Giorgi method, or sophisticated Aleksandrov’s moving plane methods used
for instance in [9, 10, 11]. A careful inspection of the proofs shows that the present method would
allow to treat a quite wide class of linear operators, an issue that we shall discuss in a forthcoming
paper [12] . Here, we have written everything referring to the concrete case of the spectral fractional
Laplacian in order to keep the exposition clear and to focus on the main ideas, but the arguments are
devised in view of the wider applicability.

Existence theory. The paper is complemented with a brief presentation of the theory of existence
and uniqueness of the class of very weak solutions that we use, see Section 10. We refer to [28, 29] for
the basic theory on existence, uniqueness and Lq and Cα regularity. We refer to [11] for quantitative
estimates for very weak solutions as well as the initial trace problem. We refer to [11, 28, 29] for a
physical motivation and relevance of this nonlocal model.

We refer the reader to the final section of the paper for comments, consequences, ideas on extensions,
and related works.
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2 Preliminaries

Before addressing the derivation of the quantitative estimates, which is the main goal of the paper, we
review the basic facts needed to set up the problem. First, we review some notations. The symbol ∞
will always denote +∞. We will write a ∧ b = min{a, b}. We will use the notation f � g if and only if
there exists constants c0, c1 > 0 such that c0 g ≤ f ≤ c1g . We denote by LpΦ1

(Ω) the weighted Lp space
Lp(Ω , Φ1 dx), endowed with the norm

‖f‖LpΦ1
(Ω) =

(∫

Ω
|f(x)|pΦ1(x) dx

) 1
p

.

We will always consider smooth domains Ω - with boundary at least C1,1 - unless explicitly stated.
Throughout the whole paper, we will consider m > 1 and 0 < s ≤ 1 . The a priori bounds include some
exponents that will have the following values:

ϑ1 = ϑ1,0 =
1

2s+N(m− 1)
, and ϑ1,γ =

1

2s+ (N + γ)(m− 1)
,

where γ > 0. By universal constant we mean a constant K > 0 that may depend only on N,m, s and
Ω , but not on u .

2.1 Fractional Laplacian operators on bounded domains

Next, we discuss the various possible definitions of the concept of fractional Laplacian operator. When
we consider operators and equations on the whole Euclidean space RN , there is a natural concept of
fractional Laplacian that can be defined in several equivalent ways: on the one hand, the definition of
the nonlocal operator (−∆RN )s, known as the Laplacian of order s, is done by means of Fourier series

((−∆RN )sf )̂(ξ) = |ξ|2sf̂(ξ) , (2.1)

and can be used for positive and negative values of s, cf. Stein, [32]. If 0 < s < 1, we can also use the
representation by means of an hypersingular kernel,

(−∆RN )sg(x) = cd,s P.V.

∫

RN

g(x)− g(z)

|x− z|d+2s
dz, (2.2)

where cN,s > 0 is a normalization constant. Another classical way of defining the fractional powers
of a linear self-adjoint nonnegative operator, is expressed in terms of the semigroup associated to the
standard Laplacian operator, which in our case reads

(−∆RN )sg(x) =
1

Γ(−s)

∫ ∞

0

(
et∆RN g(x)− g(x)

) dt

t1+s
. (2.3)

All the above definitions are equivalent when dealing with the Laplacian on the whole space RN .

When we consider the equation (1.1) posed on bounded domains, the definition via the Fourier
transform does not apply and different choices appear as possible natural definitions of the fractional
Laplacian.
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• On one hand, starting from the classical Dirichlet Laplacian ∆Ω on the domain Ω , then the so-called
spectral definition of the fractional power of ∆Ω uses the previous formula in terms of the semigroup
associated to the Laplacian, namely

(−∆Ω)sg(x) =
∞∑

j=1

λsj ĝj φj(x) =
1

Γ(−s)

∫ ∞

0

(
et∆Ωg(x)− g(x)

) dt

t1+s
. (2.4)

where λj > 0, j = 1, 2, . . . are the eigenvalues of the Dirichlet Laplacian on Ω , written in increasing order
and repeated according to their multiplicity, and φj are the corresponding normalized eigenfunctions
and

ĝj =

∫

Ω
g(x)φj(x) dx , with ‖φj‖L2(Ω) = 1 .

We will denote the operator defined in such a way as L1 = (−∆Ω)s , and call it the spectral fractional
Laplacian, SFL for short. In this case, the initial and boundary conditions associated to the fractional
diffusion equation (1.1) read {

u(t, x) = 0 , in (0,∞)× ∂Ω ,
u(0, ·) = u0 , in Ω ,

(2.5)

We refer to [28, 29] for the basic theory of weak solutions to the Dirichlet Problem (1.1)–(2.5) with
u0 ∈ L1(Ω).

Let us list some properties of the operator: L1 = (−∆Ω)s is a self-adjoint operator on L2(Ω) , with
a discrete spectrum: we will denote by λsj > 0, j = 1, 2, . . . its eigenvalues (which are the family of s-
power of the eigenvalues of the Dirichlet Laplacian), written in increasing order and repeated according
to their multiplicity. We will denote by φj the corresponding normalized eigenfunctions which are
exactly the same as the Dirichlet Laplacian, therefore they are as smooth as the boundary allows,
namely when ∂Ω is Ck, then φj ∈ C∞(Ω) ∩ Ck(Ω) .

The definition of the Fractional Laplacian via the Caffarelli-Silvestre extension [15] has been extended
to the case of bounded domains by Cabré and Tan [14] by using as extended domain the cylinder
C = (0,∞) × Ω in RN+1

+ , and by putting zero boundary conditions on the lateral boundary of that
cylinder. It is proved that this definition is equivalent to the SFL. See also [16].

• On the other hand, we can define a fractional Laplacian operator by using the integral representation
(2.2) in terms of hypersingular kernels and “restrict” the operator to functions that are zero outside Ω:
we will denote the operator defined in such a way as L2 = (−∆|Ω)s , and call it the restricted fractional
Laplacian, RFL for short. In this case, the initial and boundary conditions associated to the fractional
diffusion equation (1.1) read

{
u(t, x) = 0 , in (0,∞)× RN \ Ω ,
u(0, ·) = u0 , in Ω ,

(2.6)

We refer to [31] for a more detailed discussion (and references) about the differences between the
Spectral and the Restricted fractional Laplacian. The authors of [31] call the second type simply
Fractional Laplacian, but we feel that the absence of descriptive name leads to confusion.

2.2 Functional setup

We will devote this paper to study Problem 1.1–2.5 with the fractional Laplacian operator L1 that we
write in the sequel simply L . We denote by λk the eigenvalues of L, written in increasing order and
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repeated according to their multiplicity, and the Φk being the corresponding normalized eigenfunctions
respectively. It is known that the first eigenfunction Φ1 is positive. The boundary behaviour of Φ1 is
as follows: when the domain is C1,1 smooth the following estimate holds

Φ1(x) �
(
dist(x, ∂Ω) ∧ 1

)
for all x ∈ Ω , (2.7)

and moreover Φ1 is C1 up to the boundary. It is well known that L : H(Ω)→ H∗(Ω) is an isomorphism
between the Hilbert space H(Ω) and its dual H∗(Ω), where

H :=

{
f ∈ L2(Ω)

∣∣∣
+∞∑

k=1

λkf̂
2
k < +∞

}
, where f̂k =

∫

Ω
f(x)Φk(x) dx . (2.8)

We will use the following norms on H and H∗ respectively. Firstly,

‖f‖2H(Ω) =

+∞∑

k=1

λkf̂
2
k = ‖L 1

2 f‖2L2(Ω) =

∫

Ω
fLf dx , (2.9)

and, letting L−1 : H∗ → H be the inverse of the isomorphism L, we have

‖f‖2H∗(Ω) =

+∞∑

k=1

λ−1
k f̂2

k = ‖L− 1
2 f‖2L2(Ω) =

∫

Ω
fL−1f dx . (2.10)

Notice that H∗(Ω) contains all the functions f ∈ L1
Φ1

(Ω) ∩ L∞(Ω): here is a sketch of the proof for
f ≥ 0

∫

Ω
fL−1f dx ≤

∥∥∥∥
f

Φ1

∥∥∥∥
L∞

∫

Ω
Φ1L−1f dx =

∥∥∥∥
f

Φ1

∥∥∥∥
L∞

∫

Ω
fL−1Φ1 dx = λ−1

1

∥∥∥∥
f

Φ1

∥∥∥∥
L∞

∫

Ω
fΦ1 dx .

For our choice of fractional Laplacian operator, it is also known that we can identify the space H(Ω)
with more usual fractional Sobolev spaces:

H(Ω) =





Hs
0(Ω) , if 1

2 < s ≤ 1 ,

H
1/2
00 (Ω) , if s = 1

2 ,

Hs(Ω) , if 0 < s < 1
2 .

(2.11)

Therefore the dual H∗(Ω) = H−s(Ω) if s 6= 1/2 , and H−1/2(Ω) ⊂ (H
1/2
00 (Ω))∗ for s = 1/2 . Recall that

Hs
0 is the closure of C∞c (Ω) in the Hs-norm, which is equivalent to the H-norm above. Moreover, for

0 < s ≤ 1/2 we have the identity Hs(Ω) = Hs
0(Ω) , while both spaces are different for s > 1/2 . Finally,

the following characterization holds:

H
1
2
00(Ω) :=

{
f ∈ H

1
2
0 (Ω)

∣∣ δ̃− 1
2 f ∈ L2(Ω)

}
, (2.12)

where δ̃ is a smooth extension of the distance to the boundary . Moreover, we can equip H
1
2
00(Ω) with

the following norm

‖f‖
H

1
2
00(Ω)

:=

(
‖f‖2

H
1
2 (Ω)

+
∥∥∥δ̃− 1

2 f
∥∥∥

2

L2(Ω)

) 1
2

. (2.13)
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Finally, the space Hs
00(Ω) is strictly included in Hs

0(Ω) with a strictly finer topology. The dual space

of H
1
2
00(Ω) $ H

1
2
0 (Ω) satisfies

H−
1
2 (Ω) =

(
H
− 1

2
0 (Ω)

)∗
=
(
H−

1
2 (Ω)

)∗
$
(
H

1
2
00(Ω)

)∗
.

For more details on the above discussion we refer to [1, 27].

The inverse of L and Green functions estimates. The Green operator L−1 : H∗(Ω) → H(Ω) is
defined as the inverse of the operator L, and it can be shown that it has a symmetric kernel GΩ(x, y),
which is the Green function:

L−1f(x0) :=
+∞∑

k=1

λ−1
k f̂kΦk(x0) =

∫

Ω
GΩ(x, x0)f(x) dx . (2.14)

We provide further details in Appendix 11.1 . As already mentioned in the introduction, one of the
novelties of this paper is represented by the technique used in the proof of the lower and upper estimates.
The basic and main ingredient is the knowledge of good estimates for the Green function.

We now state the two kinds of estimates for the Green function of L that will be used in the proofs
of our main results. They are Type I: for all x, x0 ∈ Ω we have

0 ≤ GΩ(x, x0) ≤ c1,Ω

|x− x0|N−2s
, (2.15)

and Type II:

c0,ΩΦ1(x)Φ1(x0) ≤ GΩ(x, x0) ≤ c1,Ω

|x− x0|N−2s

(
Φ1(x)

|x− x0|
∧ 1

)(
Φ1(x0)

|x− x0|
∧ 1

)
. (2.16)

Recall that Φ1 is the first eigenfunction of L , that satisfies estimates (2.7); recall also that (a∧1)(b∧1) =
min{1, a, b, ab} for all a, b ≥ 0 .

A key point of the Type I estimate (2.15) is the integrability property of the Green function. Indeed,
by the Hölder inequality, the estimate 0 ≤ GΩ(x, x0) ≤ c1,Ω/|x−x0|N−2s implies that GΩ(·, x0) ∈ Lr(Ω)
with r < d/(N − 2s) , so that

∫

Ω
ϕGΩ(x, x0) dx ≤ ‖ϕ‖r′‖GΩ(·, x0)‖r , with r′ =

r

r − 1
(2.17)

and clearly r′ > N/(2s). In our proofs, we will need more precise estimates both from above and from
below, which also take into account the boundary behaviour (through Type II estimates), and this will
be carefully done in Lemmata 11.1 and 11.2 of Appendix 11.1 .

Type I and Type II estimates are essentially used in the sequel to obtain our main lower and upper
estimates. On one hand, the Type I estimate gives global absolute bounds from above and L1 − L∞

smoothing effects. On the other hand, the Type II estimate will imply sharp lower and upper boundary
behaviour. Notice that the lower bound of Type II (2.16) is weaker than the best known estimate on
Green functions (11.1), but such weaker lower bounds have the advantage that may hold in more
general settings, see [18, 19, 20, 21, 22] , which may be useful for further research.
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3 Precise statement of the problem

We will consider the homogeneous Dirichlet problem





ut + L(um) = 0 in (0,+∞)× Ω
u(0, x) = u0(x) in Ω
u(t, x) = 0 on (0,+∞)× ∂Ω.

(3.1)

where Ω ⊂ RN is a bounded domain with smooth boundary, m > 1, 0 < s < 1 and N ≥ 1 ; we recall
that the linear operator L will be in principle the spectral fractional Laplacian L1 = (−∆Ω)s defined
above. The boundary conditions are interpreted as the standard Dirichlet conditions for the extended
Caffarelli-Silvestre function W (x, y, t), which is defined in the cylinder C = Ω× R+ , cf. [14, 28, 29] .

Let us recall the definitions of weak and strong solution used in [28, 29]:

Definition 3.1 A function u is a weak solution to Equation (1.1) if:

• u ∈ C((0,∞) : L1(Ω)) , |u|m−1u ∈ L2
loc ((0,∞) : H(Ω));

• The identity

∫ ∞

0

∫

Ω
u
∂ψ

∂t
dx dt−

∫ ∞

0

∫

Ω

(
L 1

2 |u|m−1u
) (
L 1

2ψ
)

dx dt = 0. (3.2)

holds for every ψ ∈ C1
0 ((0,+∞)× Ω) .

• A weak solution to the Cauchy-Dirichlet problem (3.1) is a weak solution to Equation (1.1) such
that moreover u ∈ C([0,∞) : L1

Φ1
(Ω)) and u(·, 0) = u0 almost everywhere in Ω.

• A weak solution to the Cauchy-Dirichlet problem (3.1) is a strong solution if moreover
∂tu and Lum ∈ L∞((τ,∞) : L1(Ω)) for every τ > 0.

Existence and uniqueness of strong solutions has been proved in [29] as follows:

Theorem 3.2 Let m > 1 and s ∈ (0, 1]. For every u0 ∈ L1(Ω) there exists a unique strong solution
of the Dirichlet Problem (3.1). The strong solutions enjoy a number of properties, like the maximum
principle. Nonnegative solutions are actually continuous and positive everywhere. Moreover, u ∈
L∞([0,∞) : L1(Ω)) and also u ∈ L∞((τ,∞)× L∞(Ω)) for all τ > 0 .

We can enlarge the concept of solution in the following way

Definition 3.3 A function u is a very weak solution to Equation (1.1) if:

• u ∈ C((0,∞) : L1
Φ1

(Ω)) , |u|m−1u ∈ L1
(
(0,∞) : L1

Φ1
(Ω)
)
;

• The identity ∫ ∞

0

∫

Ω
u
∂ψ

∂t
dx dt−

∫ ∞

0

∫

Ω
|u|m−1uLψ dx dt = 0. (3.3)

holds for every ψ ∈ C2
c ((0,+∞)× Ω) .
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• A very weak solution to the Cauchy-Dirichlet problem (3.1) is a very weak solution to Equation
(1.1) such that moreover u ∈ C([0,∞) : L1

Φ1
(Ω)).

In the terminology that is used in the specialized literature this is called a weighted very weak solution.
The use of the weighted space is natural in view of our calculations below. In the elliptic case, the
above definition of very weak solution, has been first given by Brezis (unpublished note), mentioned
and used in [23], see also [13] .

We will use a rather abstract approach in the derivation of our estimates. With this in mind, it will
be convenient to use a still more general notion of solution. Thus, we introduce the concept of weak
dual solution, expressed in terms of the problem involving the inverse of the fractional Laplacian.

Definition 3.4 A function u is a weak dual solution to Equation (1.1) in QT = (0, T )× RN if:

• u ∈ C((0, T ) : L1
Φ1

(Ω)) , |u|m−1u ∈ L1
(
(0, T ) : L1

Φ1
(Ω)
)
;

• The identity ∫ T

0

∫

Ω
L−1(u)

∂ψ

∂t
dx dt−

∫ ∞

0

∫

Ω
|u|m−1uψ dx dt = 0. (3.4)

holds for every test function ψ such that ψ/Φ1 ∈ C1
c ((0, T ) : L∞(Ω)) .

• A weak dual solution to the Cauchy-Dirichlet problem (3.1) is a weak dual solution to Equation
(1.1) such that moreover u ∈ C([0, T ) : L1

Φ1
(Ω)) and u(0, x) = u0 ∈ L1

Φ1
(Ω)).

Remarks. (i) Roughly speaking, we are considering the weak solution to the equation ∂tU = um ,
where U = L−1u , posed on the bounded domain Ω with homogeneous Dirichlet conditions. This “dual
formulation” is helpful, and it has been introduced in [35] in the case the Cauchy problem for the
porous medium equation on the whole RN , for any 0 < s ≤ 1, and previously by Pierre [30] in the
local case s = 1.
(ii) In the elliptic case, this type of definition of very weak solution has been given in [26], for s = 1.
(iii) The finite existence time T > 0 is used in the definition for generality, but the we use below for
simplicity the choice T =∞ without loss of generality in the arguments.
(iv) Notice that the condition ψ/Φ1 ∈ C1

c ((0, T ) : L∞(Ω)) implies that ‖ψ(t, ·)/Φ1‖L∞(Ω) < +∞ and
‖∂tψ(t, ·)/Φ1‖L∞(Ω) < +∞ for all t ≥ 0 and moreover, are compactly supported functions of t > 0
therefore in L1(0,∞).
(v) It can be shown that strong solutions are weak dual solutions.
(vi) Since the nonlinearity has a power form, it is easy to see that the set of very weak solutions defined
globally in time, T =∞, has the property of scale invariance, i.e., if u(t, x) is a solution, then so is the
function ũ defined as ũ(t, x) = λm−1u(λt, x) for every constant λ > 0.

In our study we will need a somewhat more restricted class of solutions.

Definition 3.5 We consider a class S of nonnegative weak dual solutions u to the Dirichlet problem
(3.1) with initial data in u0 ∈ L1

Φ1
(Ω) , such that (i) the map u0 7→ u(t) is order preserving in L1

Φ1
(Ω);

(ii) the class is also scale invariant; (iii) for all t > 0 we have u(t) ∈ Lp(Ω) with p > N/2s.

The results of sections 4 to 9 hold in the greater generality of operators for which there is a class
of solutions S, for which the Green function representation (2.14) holds as well as the Type I and II
estimates that have been mentioned.
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The reader may prefer to concentrate on the application to the SFL in what follows. We will devote
Section 10 below to the construction of solutions that build up a class S satisfying these conditions in
the case of the Spectral Fractional Laplacian, SFL. The class contains all nonnegative strong solutions.

Theorem 3.6 For every nonnegative u0 ∈ L1
Φ1

(Ω) there exists a unique minimal very weak solution
to the Dirichlet problem (3.1) with L = (−∆Ω)s, the SFL. Such a solution is obtained as the monotone
limit of the strong solutions that exist and are unique when the initial data are bounded. The minimal
very weak solution is continuous in the weighted space u ∈ C([0,∞) : L1

Φ1
(Ω)). The very weak solutions

are weak dual solutions and the set of such solutions has the properties needed to form a class of type S.

4 First set of estimates

This section is devoted to obtaining some basic estimates which will be essential in the proof of the
main results. In particular, the pointwise bounds of Proposition (4.2) will imply both lower, upper and
boundary estimates, that will combine into Harnack inequalities.

The first property we examine is the almost monotonicity in time. It is based on the famous Bénilan-
Crandall differential estimate, which depends only on the homogeneity of the equations, scale invariance,
and the property of order preservation, cf. [4].

Lemma 4.1 For every solution u ≥ 0 in the class S we have the differential estimate

ut ≥ −
u

(m− 1)t
(4.1)

in the sense of distributions in Q. We recall that m > 1.

In the case of the spectral Dirichlet Laplacian, the proof has been verified in [29], and the argument
applies here. This property means that for almost all (x, t) the function u(x, t)t1/(m−1) is non-decreasing
in time for fixed x. Therefore, for all τ ≤ t1:

u(τ, x) ≤
(
t1
τ

) 1
m−1

u(t1, x) , a.e. in Ω . (4.2)

Let us now establish some integral and pointwise estimates. We denote by GΩ the Green function of
L, as described in Section 2.2, see more in Section 11.1.

Proposition 4.2 let u ≥ 0 be a solution in the class S of very weak solutions to the Dirichlet problem
(3.1). Then, ∫

Ω
u(t, x)GΩ(x, x0) dx ≤

∫

Ω
u0(x)GΩ(x, x0) dx for all t > 0 . (4.3)

Moreover, for almost every 0 < t0 ≤ t1 ≤ t and almost every x0 ∈ Ω , we have

(
t0
t1

) m
m−1

(t1−t0)um(t0, x0) ≤
∫

Ω
u(t0, x)GΩ(x, x0) dx−

∫

Ω
u(t1, x)GΩ(x, x0) dx ≤ (m−1)

t
m
m−1

t
1

m−1

0

um(t, x0) .

(4.4)
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Remarks. (i) A very weak solution u(x, t) ≥ 0 belonging to the class S of solutions to the Dirichlet
problem (3.1) has the property that u(t) ∈ Lp(Ω) with p > N/2s , therefore

∫
Ω u(t, x)GΩ(x, x0) dx <

+∞ for all t > 0 , simply as a consequence of Hölder inequality, as already mentioned in (2.17).
Therefore, using the pointwise inequality (4.4) we may conclude that u(t) is bounded for all t > 0. On
the other hand, we only assume that 0 ≤ u0 ∈ L1

Φ1(Ω), hence
∫

Ω u0(x)GΩ(x, x0) dx may be unbounded.

(ii) The most relevant part of the last estimate for the applications is represented by the middle term:
we will use it to deduce the lower and upper estimates, that will then be combined into quantitative
Harnack inequalities.

Proof. We split the proof in several steps.

Step 1. L1-weighted estimates. We will use the definition (3.4) of very weak solution, with a test
function of the form ψ(t, x) = ψ1(t)ψ2(x), where ψ1(t) ∈ C1

c ((0,+∞)) and ψ2/Φ1 ∈ L∞(Ω). It follows
that u ∈ C((0,∞) : L1

Φ1
(Ω)), um ∈ L1

(
(0,∞) : L1

Φ1
(Ω)
)

satisfies the identity

∫ +∞

0
ψ′1(τ)

∫

Ω
u(τ, x)L−1ψ2(x) dxdτ =

∫ +∞

0
ψ1(τ)

∫

Ω
um(τ, x)ψ2(x) dxdτ , (4.5)

where in the left-hand side we have used the symmetry of the operator L−1. Notice that the space
integral on the left-hand side of the formula is bounded, because of the following argument: we write
ψ2 = vΦ1 with v(x) bounded, and recall that u ≥ 0. Then,
∫

Ω
L−1u(t)ψ2 dx ≤ ‖v‖L∞

∫

Ω
Φ1L−1u(t) dx = ‖v‖L∞

∫

Ω
u(t)L−1Φ1 dx = λ−1

1 ‖v‖L∞
∫

Ω
u(t)Φ1 dx .

We now want to pass to the limit in (4.5) and prove that for all 0 ≤ t0 ≤ t1 and for all ψ2(x) , with
ψ2 : Ω→ R measurable and ‖ψ2/Φ1‖L∞(Ω) < +∞ , we have

∫

Ω
u(t0, x)L−1ψ2(x) dx−

∫

Ω
u(t1, x)L−1ψ2(x) dx =

∫ t1

t0

∫

Ω
um(τ, x)ψ2(x) dxdτ . (4.6)

This is rather standard: we only need to take ψ1(τ) = χ[t0,t1](τ) as test function in formula (4.5) , so that
ψ′1(τ) = δt0(τ)− δt1(τ); this can be jusfified by considering a smooth approximation ψ1,n ∈ C∞c (0,+∞)
so that ψ1,n → χ[t0,t1](τ) in L∞(0,+∞) , and so that ψ′1,n → δt0(τ) − δt1(τ) in the sense of Radon
measures with compact support. Clearly, these approximations are admissible test functions such that
ψn/Φ1 ∈ C1

c ((0,+∞) : L∞(Ω)) . Under the above assumptions, it is clear that

∫ +∞

0
ψ′1,n(τ)

∫

Ω
u(τ, x)L−1ψ2(x) dxdτ −−−−→

n→∞

∫

Ω
u(t0, x)L−1ψ2(x) dx−

∫

Ω
u(t1, x)L−1ψ2(x) dx ,

since u ∈ C((0,∞) : L1
Φ1

(Ω)) implies that
∫

Ω u(t1, x)L−1ψ2(x) dx ∈ C0(0,∞) , and since ψ′1,n →
δt0(τ)− δt1(τ) in the sense of Radon measures with compact support. On the other hand,

∫ +∞

0
ψ1,n(τ)

∫

Ω
um(τ, x)ψ2(x) dxdτ −−−−→

n→∞

∫ t1

t0

∫

Ω
um(τ, x)ψ2(x) dxdτ

since |u|m−1u ∈ L1
(
(0,∞) : L1

Φ1
(Ω)
)

implies that
∫

Ω u
m(τ, x)ψ2(x) dx ∈ L1(0,∞) , and ψ1,n → χ[t0,t1](τ)

in L∞(0,+∞) .

Note. The above approximation also justifies the formal time-derivation of the L1
Φ1

-norm used in the
proof of the Theorems 6.1 and 10.1 .
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• Step 2. Proof of (4.3). From (4.6) we prove estimate (4.3), by first fixing x0 ∈ Ω and then taking a

sequence of nonnegative test functions ψ
(x0)
2,n with ψ

(x0)
2,n : Ω→ R measurable and ‖ψ2/Φ1‖L∞(Ω) < +∞ ,

such that ψ
(x0)
2,n → δx0 as n→∞ , in the sense of Radon measures. Therefore, L−1ψ

(x0)
2,n → GΩ(·, x0) in

Lq(Ω) for all 0 < q < N/(N − 2s), so that, taking p = q/(q − 1) > N/(2s) , we have that
∣∣∣∣
∫

Ω
u(τ, x)L−1ψ2,n(x) dx−

∫

Ω
u(τ, x)GΩ(x, x0) dx

∣∣∣∣ ≤ ‖u(τ)‖Lp(Ω)‖L−1ψ2,n −GΩ(·, x0)‖Lq(Ω) → 0

as n→∞ , and we recall that u ∈ S , therefore u(t) ∈ Lp(Ω) for all t > 0 , with p > N/(2s) . Since the
right-hand side of (4.6) is non-negative, we have proved the first estimate of the Theorem, (4.3) .

• Step 3. We will use the monotonicity property (4.2) to estimate the right-hand side of identity
(4.6) from below and from above. More precisely, we will prove the following

Claim: For all m > 1 , for almost every 0 ≤ t0 ≤ t1 ≤ t , and for all ψ2 as in Step 1, we have:
(
t0
t1

) m
m−1

(t1 − t0)

∫

Ω
um(t0, x)ψ2(x) dx ≤

∫ t1

t0

∫

Ω
um(τ, x0)ψ2(x) dxdτ

≤ m− 1

t
1

m−1

0

t
m
m−1

∫

Ω
um(t, x)ψ2(x) dx .

(4.7)

Consider a smooth sequence ψ1,n ∈ C∞c (0,+∞), 0 ≤ ψ1,n ≤ 1, such that ψ1,n → χ[t0,t1] in L∞(0,+∞)
and such that supp(ψ1,n) ⊆ [t0 − 1/n, t1 + 1/n] and ψ1,n ≥ χ[t0,t1] . There are two cases.

Upper estimates. Let n be so big that 0 ≤ t0 − 1/n ≤ t1 + 1/n ≤ t , and recall that u ≥ 0 , so that
∫ ∞

0
ψ1,n(τ)

∫

Ω
um(τ, x)ψ2(x) dxdτ ≤

∫ ∞

0
ψ1,n(τ)

(
t

τ

) m
m−1

dτ

∫

Ω
um(t, x)ψ2(x) dx

≤ ‖ψ1,n‖L∞(0,+∞)

∫ t1+1/n

t0−1/n

(
t

τ

) m
m−1

dτ

∫

Ω
um(t, x)ψ2(x) dx

= (m− 1)t
m
m−1 ‖ψ1,n‖L∞(0,+∞)



(

1

t0 − 1
n

) 1
m−1

−
(

1

t1 + 1
n

) 1
m−1



∫

Ω
um(t, x)ψ2(x) dx

≤ (m− 1)
‖ψ1,n‖∞

(
t0 − 1

n

) 1
m−1

t
m
m−1

∫

Ω
um(t, x)ψ2(x) dx ,

where we have used inequality (4.2) , in the form u(τ, x) ≤ (t/τ)
1

m−1 u(t, x) for all t ≥ t1 + 1
n ≥ τ , and

the assumptions on ψ1,n. Let n→∞ to get
∫ t1

t0

∫

Ω
um(τ, x)ψ2(x) dxdτ ≤ m− 1

t
1

m−1

0

t
m
m−1

∫

Ω
um(t, x)ψ2(x) dx for all t ≥ t1 ≥ t0 ,

since um ∈ L1
(
(0,∞) : L1

Φ1
(Ω)
)

and ‖ψ1,n‖L∞(0,+∞) → ‖χ[t0,t1]‖L∞(0,+∞) = 1 .

Lower estimates. Let n be so big that 0 ≤ t0 − 1/n ≤ t1 + 1/n. Since u ≥ 0 , se have
∫ ∞

0
ψ1,n(τ)

∫

Ω
um(τ, x)ψ2(x) dxdτ ≥ t

m
m−1

0

∫ t1

t0

dτ

τ
m
m−1

∫

Ω
um(t0, x)ψ2(x) dx

= (m− 1)t
m
m−1

0


 1

t
1

m−1

0

− 1

t
1

m−1

1



∫

Ω
um(t0, x)ψ2(x) dx
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where we have used monotonicity in the form u(t0 − 1/n, x) ≤ (τ/(t0 − 1/n))
1

m−1 u(τ, x) for all τ ≥
t0 − 1

n ≥ 0 , together with the fact that ψ1,n ≥ 0 and ψ1,n ≥ χ[t0,t1] . Since the function f(t) = t−α is
convex for α = 1/(m− 1) > 0, we may use the inequality f(t)− f(t0) ≤ f ′(t)(t− t0) to obtain

∫ ∞

0
ψ1,n(τ)

∫

Ω
um(τ, x)ψ2(x) dxdτ ≥

(
t0
t1

) m
m−1

(t1 − t0)

∫

Ω
um(t0, x)ψ2(x) dx .

Letting now n→∞ we obtain

∫ t1

t0

∫

Ω
um(τ, x)ψ2(x) dxdτ ≥

(
t0
t1

) m
m−1

(t1 − t0)

∫

Ω
um(t0, x)ψ2(x) dx ,

which is justified as before. The claim is proved.

Summing up the results of the first steps, for all m > 1 , for every 0 ≤ t0 ≤ t1 ≤ t , and for all ψ2(x) ,
with ψ2 : Ω→ R measurable and ψ2/Φ1 bounded, we have

(
t0
t1

) m
m−1

(t1 − t0)

∫

Ω
um(t0, x)ψ2(x) dx ≤

∫

Ω
u(t0, x)L−1ψ2(x) dx−

∫

Ω
u(t1, x)L−1ψ2(x) dx

≤ m− 1

t
1

m−1

0

t
m
m−1

∫

Ω
um(t, x)ψ2(x) dx .

(4.8)

• Step 4. We will now prove formula (4.4) by approximating the Green function GΩ(x0, ·) by

means of a sequence of admissible test functions ψ
(x0)
2,n . For fixed x0 ∈ Ω we consider a sequence of

test functions ψ
(x0)
2,n with ψ

(x0)
2,n : Ω → R measurable and such that ψ

(x0)
2,n /Φ1 is bounded , such that

ψ
(x0)
2,n → δx0 as n → ∞ , in the sense of Radon measures. More specifically, we can choose ψ

(x0)
2,n (x) =

|B1/n(x0)|−1 χB1/n(x0)(x). Therefore, L−1ψ
(x0)
2,n → GΩ(·, x0) in Lq(Ω) for all 0 < q < N/(N −2s). Then,

for any fixed τ ≥ 0 we have:

lim
n→∞

∫

Ω
um(τ, x)ψ

(x0)
2,n (x) dx = lim

n→∞
|B1/n(x0)|−1

∫

B1/n(x0)
um(τ, x) dx = um(τ, x0) (4.9)

if x0 is a Lebesgue point of the function x 7→ u(τ, x) ; um(τ, x0) is the corresponding Lebesgue value.
If we apply this limit process at the points τ = t0 and τ = t1 we get for almost every x0

0 ≤
(
t0
t1

) m
m−1

(t1 − t0)u(t0, x0) ≤ lim
n→∞

∫

Ω
u(t0, x)L−1ψ

(x0)
2,n (x) dx−

∫

Ω
u(t1, x)L−1ψ

(x0)
2,n (x) dx

≤ m− 1

t
1

m−1

0

t
m
m−1

1 u(t1, x0) < +∞ ,
(4.10)

Finally, since u ∈ S , then u(t) ∈ Lp(Ω) for all t > 0 , with p > N/(2s), and we have already seen in
Step 2 that we have

∫

Ω
u(t, x)L−1ψ

(x0)
2,n (x) dx −−−−→

n→∞

∫

Ω
u(t, x)GΩ(x, x0) dx ,

and formula (4.4) follows for t = t1 . For t larger than t1 we use monotonicity.
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5 Quantitative upper bounds

We use the pointwise lower estimates of Theorem 4.2 to prove two kinds of upper estimates: the
smoothing effect and the absolute upper bound. The absolute bound holds up to the boundary and
provides sharp estimates in terms of Φ1 � dist(·, ∂Ω) . The smoothing effect is sharp for small times,
while the absolute upper bound is sharp for large times, see the remark at the end of this section for a
more detailed explanation. Let m > 1 and u ≥ 0 is a solution in the class S of very weak solutions to
the Dirichlet problem (3.1).

5.1 Absolute bounds

Theorem 5.1 (Absolute upper estimate) Let u be a solution in the class S. Then, there exists a
universal constant K1 > 0 such that the following estimates hold true

‖u(t)‖L∞(Ω) ≤ K1 t
− 1
m−1 , for all t > 0 . (5.1)

This absolute bound proves a strong regularization which is independent of the initial datum. It also
implies a sharp absolute boundary behaviour, as we shall see in the next theorem. On the other hand,
the above absolute bounds (5.1) hold for any t > 0 , but they are not sharp for small times; precise
bounds for small times are the smoothing effects of Theorem 5.3, where the upper bound depends on
the initial datum. The constant K1 > 0 depends only on N,m, s and Ω , but not on u , and has an
explicit form given in the proof.

Proof. The proof is a consequence of the Type I bounds (2.15) for the Green function.

• Step 1. Fundamental upper estimates. We first recall the lower pointwise estimate of Theorem 4.2,
that holds for any solution u ∈ S: for all 0 ≤ t0 ≤ t1 and x0 ∈ Ω , we have that

(
t0
t1

) m
m−1

(t1 − t0)um(t0, x0) ≤
∫

Ω
u(t0, x)GΩ(x, x0) dx−

∫

Ω
u(t1, x)GΩ(x, x0) dx . (5.2)

We choose t1 = 2t0 and recall that u ≥ 0 , so that the above inequality (5.2) implies that

um(t0, x0) ≤ 2
m
m−1

t0

∫

Ω
u(t0, x)GΩ(x, x0) dx for all t0 > 0 and x0 ∈ Ω . (5.3)

This is a fundamental upper bound which encodes both the smoothing effect and the absolute upper
bound, and therefore it is sharp both for large and for small times. A remarkable aspect of this upper
bound is that it compares the L∞ norm and some integral norms at the same time t0 > 0 .

The fact that u ∈ S guarantees that u(t) ∈ Lp(Ω) for all t > 0 , for some p > N/(2s) , so that

∫

Ω
u(t0, x)GΩ(x, x0) dx ≤ ‖u(t0)‖Lp(Ω) ‖GΩ(·, x0)‖Lq(Ω) ≤ c2,Ω(q)‖u(t0)‖Lp(Ω) < +∞

because GΩ(·, x0) ∈ Lq(Ω) for all 0 < q < N/(N − 2s) , see Lemma (11.1). Therefore, we have

um(t0, x0) ≤ c2,Ω(q)
2

m
m−1

t0
‖u(t0)‖Lp(Ω) for all t0 > 0 and x0 ∈ Ω . (5.4)
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so that u(t0) ∈ L∞(Ω) for all t0 > 0.

• Step 2. Let us estimate the right-hand side of the fundamental upper bound (5.3) in another way
as follows:

um(t0, x0) ≤ 2
m
m−1

t0

∫

Ω
u(t0, x)GΩ(x, x0) dx ≤ ‖u(t0)‖L∞(Ω)

2
m
m−1

t0

∫

Ω
GΩ(x, x0) dx .

Therefore, taking the supremum over x0 ∈ Ω of both sides, we obtain:

‖u(t0)‖m−1
L∞(Ω) ≤

2
m
m−1

t0
sup
x0∈Ω

∫

Ω
GΩ(x, x0) dx ≤ 2

m
m−1 c2,Ω

t0
:=

Km−1
1

t0
(5.5)

where we have used the bound sup
x0∈Ω

∫
ΩGΩ(x, x0) dx ≤ c2,Ω , given in Lemma 11.1, inequality (11.3) .

Moreover, K1 has the form

Km−1
1 = 2

m
m−1 c2,Ω = 2

m
m−1 c1,ΩcN

(
diam(Ω) +

1

s

)N
‖Φ1‖2qL∞(Ω) (5.6)

with c1,Ω is the constant in the Type I estimates (2.15) , and cN > 0 only depends on N . Note that
K1 blows up when s→ 0+ .

Next we prove the sharp absolute upper boundary estimates. A key tool in the proof is the Integral
Green function estimates of Lemma 11.2.

Theorem 5.2 (Absolute boundary estimate) There exists a universal constant K2 > 0 such that
the following estimate holds true

u(t, x) ≤ K2
Φ1(x0)

1
m

t
1

m−1

for all t > 0 and x ∈ Ω . (5.7)

Recall that Φ1 is the first eigenfunction of L and satisfies estimates (2.7) .

Proof. It is a consequence of Type II bounds (2.16) for the Green function, more precisely, we use the
Integral estimates II of Lemma 11.2 . We already know that u(t) ∈ L∞(Ω) for all t > 0 by Theorem
5.1. Let us fix t0 > 0, then the fundamental upper bound proved in Step 1 of Theorem 5.1 reads: for
almost all x0 ∈ Ω

um(t0, x0) ≤ 2
m
m−1

t0

∫

Ω
u(t0, x)GΩ(x, x0) dx = κ0

∫

Ω
u(t0, x)GΩ(x, x0) dx (5.8)

and this inequality guarantees that hypothesis (11.10) of Lemma 11.2 of the Appendix holds true.
Actually, it is proved that there exists a universal constant c5,Ω > 0 such that

if um(x0) ≤ κ0

∫

Ω
u(x)GΩ(x, x0) dx then

∫

Ω
u(x)GΩ(x, x0) dx ≤ cm5,Ωκ

1
m−1

0 Φ1(x0) . (5.9)

Therefore,

um(t0, x0) ≤ κ0

∫

Ω
u(t0, x)GΩ(x, x0) dx ≤ cm5,Ωκ

m
m−1

0 Φ1(x0) = cm5,Ω2
m2

(m−1)2
Φ1(x0)

t
m
m−1

0

,
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which proves the desired upper bound (5.7), with universal constant K2 = c5,Ω2
m

(m−1)2 > 0 , where
c5,Ω > 0 is given in Lemma 11.2 .

Remarks. (i) The proof guarantees also the validity of the following inequality, which has its own
interest and will be useful in the proof of the lower estimates of Section 7:

∫

Ω
u(t0, x)GΩ(x, x0) dx ≤ K2

Φ1(x0)

t
1

m−1

0

, for all t0 ≥ 0 and x0 ∈ Ω , (5.10)

where K2 = cm5,Ω2
m

(m−1)2 with c5,Ω > 0 is as before .
(ii) The boundary behaviour is sharp. Indeed, we will obtain lower bounds with matching powers
in Theorem 7.1 of Section 7. Also, the solutions obtained by separation of variables have the same
boundary behaviour:

U(t, x) =
V (x)

(t+ h)
1

m−1

for any h ∈ R, where V is a solution to the associated elliptic problem (9.1) discussed in Section 9, for
which the sharp estimates of Theorem 9.2 apply: namely, V m(x) � Φ1(x) �

(
dist(x, ∂Ω) ∧ 1

)
for all

x ∈ Ω .
(iii) Consider the particular separation of variables solution U(t, x) = V (x)t−

1
m−1 , which corresponds

to the initial datum U(0, x) = +∞ . Such function has been called “friedly giant”, see [17, 33] since
it represents the absolute maximum of the set of all nonnegative solutions at hand, i.e. solutions in
the class S. To be more precise, one can repeat the proof of Proposition 1.3 of [33] (since it basically
depends only on the validity of the above absolute bounds) to obtain that for all solution u ∈ S we
have u(t, x) ≤ U(t, x) for all t > 0 and x ∈ Ω . This has important consequences for the study of the
asymptotic behaviour, see for example [33] for s = 1, or [8] for s ∈ (0, 1] .

5.2 The smoothing effects: L1-L∞ and L1
Φ1

-L∞

Let m > 1 and let u ≥ 0 be a solution in the class S of very weak solutions to the Dirichlet problem
(3.1), corresponding to the initial datum 0 ≤ u0 ∈ L1

Φ1
(Ω) . We recall the exponents:

ϑ1,1 =
1

2s+ (N + 1)(m− 1)
and ϑ1 = ϑ1,0 =

1

2s+N(m− 1)

Theorem 5.3 There exist universal constants K3,K4 > 0 such that the following estimates hold true.
L1-L∞ smoothing effect: are consequence of Type I bounds (2.15) for the Green function

‖u(t)‖L∞(Ω) ≤
K3

tNϑ1
‖u(t)‖2sϑ1

L1(Ω)
≤ K3

tNϑ1
‖u0‖2sϑ1

L1(Ω)
for all t > 0 . (5.11)

Intrinsic smoothing effect: are consequence of Type II bounds (2.16) for the Green function, for
all t > 0 we have

‖u(t)‖L∞(Ω) ≤
K4

t(N+1)ϑ1,1
‖u(t)‖2sϑ1,1

L1
Φ1

(Ω)
≤ K4

t(N+1)ϑ1,1
‖u0‖2sϑ1,1

L1
Φ1

(Ω)
. (5.12)
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Remarks. (i) We have obtained weighted smoothing effects which are new to our knowledge also
when s = 1. Moreover, they apply to a class of nonnegative initial data L1

Φ1
(Ω) which is strictly larger

than L1(Ω).
(ii) Another novelty is represented by the fact that the smoothing effect occurs at the same time; this
is new also when s = 1 .
(iii) The label “intrinsic” for this smoothing effect is taken from Davies and Simon [22] who use the
terminology intrinsic ultracontractivity for estimates depending on the L2

Φ2
1

norm. Indeed, our L1
Φ1

-L∞

smoothing effects, easily imply L2
Φ2

1
-L∞ smoothing effects, using the Hölder inequality.

Proof. We already know from Theorem 5.1 that the solutions under consideration are bounded for
all t > 0, here we are interested in understanding the behaviour for small times, where it enters in
a substantial way the dependence on the initial datum. We split two cases, but we will use in both
cases the following facts. Let x0 ∈ Ω and consider Br(x0) with r > 0 to be fixed later. Define the set
Ωr = Ω \ (Br(x0) ∩ Ω) so that Ω ⊆ Br(x0) ∪ Ωr. Notice that the ball Br(x0) need not to be included
in Ω . Then it is clear that ∀x ∈ Ωr we have |x− x0| ≥ r .

• L1−L∞ Smoothing effects via Type I estimates. We will use the fundamental upper estimates (5.3)
of Step 1 of the proof of Theorem 5.1 , together with Type I estimates (2.15) , namely GΩ(x, x0) ≤
c1,Ω|x− x0|−(N−2s) , to obtain

um(t0, x0) ≤ 2
m
m−1

t0

∫

Ω
u(t0, x)GΩ(x, x0) dx ≤ c1,Ω0

2
m
m−1

t0

∫

Br(x0)∪Ωr

u(t0, x)

|x− x0|N−2s
dx

≤ c1,Ω0

2
m
m−1

t0

[
‖u(t0)‖L∞(Ω)

∫

Br(x0)

1

|x− x0|N−2s
dx+

∫

Ωr

u(t0, x)

|x− x0|N−2s
dx

]

Next, we use the Young inequality αβ ≤ 1
2α

m + 2
1

m−1β
m
m−1 , valid for all α, β ≥ 0 and all m > 1,

together with ∫

Br(x0)

1

|x− x0|N−2s
dx =

ωN
2s
r2s , (5.13)

to obtain

um(t0, x0) ≤ 1

2
‖u(t0)‖mL∞(Ω) + 2

1
m−1

[
c1,Ω0

2
m
m−1

t0

ωN
2s
r2s

] m
m−1

+ c1,Ω0

2
m
m−1

t0 rN−2s

∫

Ω
u(t0, x) dx

:=
1

2
‖u(t0)‖mL∞(Ω) +

[
Ar

2sm
m−1 +

B

rN−2s

]
:=

1

2
‖u(t0)‖L∞(Ω) + F (r)

Therefore, we have proved that

‖u(t0)‖L∞(Ω) ≤ 2F (r) = 2

[
Ar

2sm
m−1 +

B

rN−2s

]
, (5.14)

where

A := 2
1

m−1

(
c1,Ω

2
m
m−1

t0

ωN
2s

) m
m−1

and B := c1,Ω
2

m
m−1

t0
‖u(t0)‖L1(Ω) (5.15)

Then we choose r = (B/A)(m−1)ϑ1 so that

2F (r) = 4A(N−2s)(m−1)ϑ1B2smϑ1 := K3

‖u(t0)‖2smϑ1

L1(Ω)

tNmϑ1
0
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where we have defined K3

K3 := 2(N−2s)ϑ1+2
(ωN

2s

)m(N−2s)ϑ1
(
c1,Ω2

m
m−1

)mNϑ1

(5.16)

This concludes the proof of the smoothing effect estimate (5.11) , once we recall that the L1-norm∫
Ω u(t0, x) dx is monotonically decreasing in time, cf. [28, 29] .

• L1
Φ1
− L∞ Smoothing effects via Type II estimates. We will use the fundamental upper estimates

(5.3) of Step 1 of the proof of Theorem 5.1 , together with Type II estimates (2.16) , as follows

um(t0, x0) ≤ 2
m
m−1

t0

∫

Ω
u(t0, x)GΩ(x, x0) dx

≤ 2
m
m−1

t0

[∫

Br(x0)
u(t0, x)GΩ(x, x0) dx+

∫

Ωr

u(t0, x)GΩ(x, x0) dx

]

(a) ≤ c1,Ω0

2
m
m−1

t0

[
‖u(t0)‖L∞(Ω)

∫

Br(x0)

1

|x− x0|N−2s
dx+

∫

Ωr

u(t0, x)Φ1(x)

|x− x0|N−2s+1
dx

]

(b) ≤
1

2
‖u(t0)‖mL∞(Ω) + 2

1
m−1

[
c1,Ω0

2
m
m−1

t0

ωN
2s
r2s

] m
m−1

+ c1,Ω0

2
m
m−1

t0 rN−2s+1

∫

Ω
u(t0, x)Φ1(x) dx

:=
1

2
‖u(t0)‖mL∞(Ω) +

[
Ar

2sm
m−1 +

B

rN−2s+1

]
:=

1

2
‖u(t0)‖L∞(Ω) + F (r)

where in (a) we have used the Green function estimates (2.16) , namely GΩ(x, x0) ≤ c1,Ω|x−x0|−(N−2s)

on the ball Br(x0) , while we have used namely GΩ(x, x0) ≤ c1,ΩΦ1(x)|x− x0|−(N−2s+1) on Ωr . In (b)

we have used the Young inequality αβ ≤ 1
2α

m + 2
1

m−1β
m
m−1 , valid for all α, β ≥ 0 and all m > 1; we

have also used (5.13) . Therefore, we have proved that

‖u(t0)‖L∞(Ω) ≤ 2F (r) = 2

[
Ar

2sm
m−1 +

B

rN−2s+1

]
, (5.17)

where

A := 2
1

m−1

(
c1,Ω

2
m
m−1

t0

ωN
2s

) m
m−1

and B := c1,Ω
2

m
m−1

t0
‖u(t0)‖L1

Φ1
(Ω) (5.18)

Then we can choose r = (B/A)(m−1)ϑ1,1 , where we recall that ϑ1,1 = 1/[2s+ (N + 1)(m− 1)] , and that
1− 2smϑ1,1 = (m− 1)(N − 2s+ 1)ϑ1,1 , so that we obtain

2F (r) = 4A(N−2s+1)(m−1)ϑ1,1B2smϑ1,1 := Km
4

‖u(t0)‖2smϑ1,1

L1
Φ1

(Ω)

t
(N+1)mϑ1,1

0

where K4 has the following expression

Km
4 := 2(N−2s+1)ϑ1,1+2

(ωN
2s

)m(N−2s+1)ϑ1,1
(
c1,Ω2

m
m−1

)m(N+1)ϑ1,1

(5.19)

We conclude by observing that the weighted L1-norm
∫

Ω u(t0, x)Φ1(x) dx is monotone decreasing in
time (see (6.4) for a detailed explanation), so that (5.11) follows.
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Remark. We shall observe that in order to get estimates for um ∈ L1
(
(0,∞) : L1

Φ1
(Ω)
)
, a space

required by our concept of solution, we need both the absolute bound and the smoothing effect of
Theorems (5.1) and (5.3) respectively, indeed

0 ≤
∫ ∞

0

∫

Ω
um(t, x)Φ1(x) dx dt ≤

∫ 1

0

∫

Ω
um(t, x)Φ1(x) dx dt+

∫ ∞

1

∫

Ω
um(t, x)Φ1(x) dx dt

≤
∫ 1

0
‖u(t)‖m−1

L∞(Ω)

∫

Ω
u(t, x)Φ1(x) dx dt+

∫ ∞

1
‖u(t)‖mL∞(Ω)

∫

Ω
Φ1(x) dx dt

≤
∫ 1

0

Km−1
4

t(N+1)(m−1)ϑ1,1
‖u0‖2s(m−1)ϑ1,1+1

L1
Φ1

(Ω)
dt+

∫ ∞

1

Km
1 ‖Φ1‖L1(Ω)

t
m
m−1

dt < +∞

(5.20)

the first integral is finite since (N + 1)(m− 1)ϑ1,1 < 1 and the second since m/(m− 1) > 1 . We have
also used the monotonicity in t of ‖u(t)‖L1

Φ1
(Ω).

As a corollary of the above Theorem 5.3, we get the following reverse in time smoothing effects.

Corollary 5.4 (Backward Smoothing effects) There exists a universal constant K4 > 0 such that
for all t, h > 0

‖u(t)‖L∞(Ω) ≤
K4

t(d+1)ϑ1,1

(
1 ∨ h

t

) 2sϑ1,1
m−1

‖u(t+ h)‖2sϑ1,1

L1
Φ1

(Ω)
. (5.21)

Proof. By the monotonicity estimates of Lemma 4.1 , the function u(x, t)t1/(m−1) is non-decreasing in
time for fixed x, therefore using the smoothing effect (5.12) we get for all t1 ≥ t:

‖u(t)‖L∞(Ω) ≤
K4

t(N+1)ϑ1,1

(∫

Ω
u(t, x)Φ1(x) dx

)2sϑ1,1

≤ K4

t(N+1)ϑ1,1


 t

1
m−1

1

t
1

m−1

∫

Ω
u(t1, x)Φ1(x) dx




2sϑ1,1

where K4 is given in Theorem 5.3 . The above inequality implies (5.21) letting t1 = t+ h .

6 Weighted L1-estimates

As an interesting application of the upper estimates of the previous section, we obtain the following
weighted estimates, which will be very useful in the proof of the lower bounds in the next section.

Proposition 6.1 (Weighted L1-estimates) Under the current assumptions on m and u, the integral∫
Ω u(t, x)Φ1(x) dx is monotonically non-increasing in time and for all 0 ≤ τ0 ≤ τ, t < +∞ we have

∫

Ω
u(τ, x)Φ1(x) dx ≤

∫

Ω
u(t, x)Φ1(x) dx+K5 |t− τ |2sϑ1,1

(∫

Ω
u(τ0)Φ1 dx

)2s(m−1)ϑ1,1+1

(6.1)

where K5 := λ1K4/(2sϑ1,1) and K4 > 0 is given in Theorem 5.3 .

Proof of Proposition 6.1. Let us (formally) calculate

d

dt

∫

Ω
u(t, x)Φ1(x) dx = −

∫

Ω
L(um)Φ1 dx = −

∫

Ω
umLΦ1 dx = −λ1

∫

Ω
umΦ1 dx ≤ 0 (6.2)

19



where we have used Definition (3.4) of very weak solution, together with the fact that LΦ1 = λ1Φ1 ≥ 0 .
Integrating the above inequality we obtain the monotonicity property for all 0 ≤ τ0 ≤ t:
∫

Ω
u(t, x)Φ1(x) dx =

∫

Ω
u(τ0, x)Φ1(x) dx− λ1

∫ t

τ0

∫

Ω
um(τ, x)Φ1 dxdτ ≤

∫

Ω
u(τ0, x)Φ1(x) dx . (6.3)

We will obtain better bounds in what follows. We just remark that the derivation of the above equality
(6.2) made here is formal: the correct form is the equality (6.3), which has already been proved in
Step 1 of the proof of Proposition 4.2, more precisely, equality (6.3) is exactly equality (4.6) with the
(admissible) choice of the test function ψ = Φ1 . From inequality (6.3) it immediately follows the
monotonicity property

∫

Ω
u(t, x)Φ1(x) dx ≤

∫

Ω
u(τ, x)Φ1(x) dx for all 0 ≤ τ ≤ t . (6.4)

On the other hand, using the weighted smoothing effect (5.12) and (6.4) , we get for all t ≥ τ0 :

λ1

∫ t

τ0

∫

Ω
um(τ)Φ1 dxdτ ≤ λ1

∫ t

τ0

‖u(t)‖m−1
L∞(Ω)

∫

Ω
u(t)Φ1 dxdτ

≤
∫ t

τ0

λ1K4

(t− τ0)(N+1)(m−1)ϑ1,1
dτ

(∫

Ω
u(τ0)Φ1 dx

)2s(m−1)ϑ1,1+1
(6.5)

Recalling that 1−2smϑ1,1 = (m−1)(N−2s+1)ϑ1,1, we combine (6.3) with (6.5) to get for all t, τ ≥ τ0:

∫

Ω
u(τ)Φ1 dx ≤

∫

Ω
u(t)Φ1 dx+

λ1K4

2sϑ1,1

(∫

Ω
u(τ0)Φ1 dx

)2s(m−1)ϑ1,1+1 ∣∣∣(t− τ0)2sϑ1,1 − (τ − τ0)2sϑ1,1

∣∣∣ ,

which implies (6.1) using the numerical inequality |(t − τ0)2sϑ1,1 − (τ − τ0)2sϑ1,1 | ≤ |t − τ |2sϑ1,1 , valid
since 2sϑ1,1 < 1.

The above Proposition has interesting consequences, the first one is the following Corollary which is
crucial in the proof of the lower bounds of the next section.

Corollary 6.2 (Backward in time L1
Φ1

lower bounds) For all

0 ≤ τ0 ≤ t ≤ τ0 +
1

(2K5)1/(2sϑ1,1)
(∫

Ω u(τ0)Φ1 dx
)m−1 (6.6)

we have
1

2

∫

Ω
u(τ0, x)Φ1(x) dx ≤

∫

Ω
u(t, x)Φ1(x) dx . (6.7)

where K5 > 0 is as in Proposition 6.1 .

Proof of Corollary 6.2. The proof of (6.7) follows from (6.1) by letting τ = τ0 and by choosing |t− τ0|
“small”, namely as in (6.6) .
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7 Quantitative positivity estimates

We use upper pointwise estimates of Theorem 4.2 to prove lower bounds in the form of lower Harnack
inequalities. We will also use the upper estimates proved in the previous section together with the
L1

Φ1
(Ω)-estimates . The following lower estimates are consequence of Type II estimates for the Green

function (2.16).

Theorem 7.1 (Lower absolute and boundary estimates) Let let m > 1 and let u ≥ 0 be a so-
lution in the class S of very weak solutions to the Dirichlet problem (3.1), corresponding to the initial
datum 0 ≤ u0 ∈ L1

Φ1
(Ω) . Then, there exist constants L0(Ω), L1(Ω) > 0 , so that, setting

t∗ =
L0(Ω)

(∫
Ω u0Φ1 dx

)m−1 , (7.1)

we have that for all t ≥ t∗ and all x0 ∈ Ω, the following inequality holds:

u(t, x0) ≥ L1(Ω)
Φ1(x0)

1
m

t
1

m−1

. (7.2)

The constants L0(Ω), L1(Ω) > 0 , depend on N,m, s and on Ω , but not on u (or any norm of u); they
have an explicit form given at the end of the proof.

Proof of Theorem 7.1. Step 1. Fundamental lower estimates. We first recall the upper pointwise
estimates of Theorem 4.2, namely for all 0 ≤ t0 ≤ t1 ≤ t and x0 ∈ Ω , we have that

∫

Ω
u(t0, x)GΩ(x, x0) dx−

∫

Ω
u(t1, x)GΩ(x, x0) dx ≤ m− 1

t
1

m−1

0

t
m
m−1 um(t, x0) , (7.3)

Then we estimate:
∫

Ω
u(t1, x)GΩ(x, x0) dx ≤(a) K2

Φ1(x0)

t
1

m−1

1

≤(b)
1

2

∫

Ω
u(t0, x)GΩ(x, x0) dx (7.4)

where in (a) we have used the absolute upper bounds (5.10) of the remark after Theorem (5.7), namely

for all t1 > 0 and x0 ∈ Ω we have
∫

Ω u(t1, x)GΩ(x, x0) dx ≤ K2Φ1(x0)t
− 1
m−1

1 , where K2 = cm5,Ω2
m

(m−1)2

with c5,Ω > 0 is the universal constant given in Lemma 11.2 . In (b) we just have chosen t1 “relatively
big”, namely

t1 ≥
[

2K2 Φ1(x0)∫
Ω u(t0, x)GΩ(x, x0) dx

]m−1

, (7.5)

where we have used that the weighted L1-norm
∫

Ω u(t0, x)GΩ(x, x0) dx is non increasing in time. Joining
the above inequalities, we obtain that for all 0 ≤ t0 ≤ t1 ≤ t

t
1

m−1

0

2(m− 1)

∫

Ω
u(t0, x)GΩ(x, x0) dx ≤ t m

m−1 um(t, x0) . (7.6)

Finally, we notice that we always have t0 ≤ t1 , thanks to the absolute upper bounds (5.10) , namely

for all namely for all t0 > 0 and x0 ∈ Ω we have
∫

Ω u(t0, x)GΩ(x, x0) dx ≤ K2Φ1(x0)t
− 1
m−1

0 so that

t
1

m−1

0 ≤ K2Φ1(x0)∫
Ω u(t0, x)GΩ(x, x0)

≤ 2K2Φ1(x0)∫
Ω u(t0, x)GΩ(x, x0)

≤ t
1

m−1

1 (7.7)
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for the moment we still keep t0 and t1 free, the only restriction is the lower bound (7.5) on t1.

• Step 2. Absolute lower and boundary estimates. It is sufficient now to apply the Type II lower Green
function estimates (2.16), namely c0,ΩΦ1(x)Φ1(x0) ≤ GΩ(x, x0) , to the fundamental lower bound (7.6)
to get that for all 0 ≤ t0 ≤ t1 ≤ t

c0,Ω0Φ1(x0)

2(m− 1)
t

1
m−1

0

∫

Ω
u(t0)Φ1 dx ≤ t

1
m−1

0

2(m− 1)

∫

Ω
u(t0)GΩ(·, x0) dx ≤ t m

m−1 um(t, x0) , (7.8)

where t1 must satisfy inequality (7.5) . Next we use the backward in time lower estimates of Corollary

6.2, with the particular choice t0 = (2K5)−1/(2sϑ1,1)
(∫

Ω u(τ0)Φ1 dx
)−(m−1)

so that, inequality (6.7)
implies that for such t we have an absolute lower bound for the quantity:

t
1

m−1

0

∫

Ω
u(t0)Φ1 dx ≥ t

1
m−1

0

2

∫

Ω
u0Φ1 dx =

1

2
(2K5)

−1
(2sϑ1,1)(m−1) . (7.9)

Therefore we have that:

t0 =
1

(2K5)1/(2sϑ1,γ)
(∫

Ω u0Φ1 dx
)m−1 implies t

1
m−1

0

∫

Ω
u(t0)Φ1 dx ≥ 1

2
(2K5)

−1
(2sϑ1,γ )(m−1) ,

and gives the following absolute lower bound for all 0 ≤ t0 ≤ t1 ≤ t

Lm1 Φ1(x0) :=
c0,Ω0Φ1(x0)

4(m− 1)(2K5)
1

2sϑ1,γ (m−1)

≤ c0,Ω0Φ1(x0)

2(m− 1)
t

1
m−1

0

∫

Ω
u(t0)Φ1 dx ≤ t m

m−1 um(t, x0) , (7.10)

where K5 is given in Theorem 6.1 , and t0 ≤ t1 , namely inequality (7.7) continues to hold in the form:

t0 :=
1

(2K5)1/(2sϑ1,γ)
(∫

Ω u0Φ1 dx
)m−1 ≤

[
2K2Φ1(x0)∫

Ω u(t0, x)GΩ(x, x0) dx

]m−1

:= t1 . (7.11)

notice that we have fixed the value of t1. The only thing which is not yet explicit is t1 , that depends
on the norm of u(t0); in the next step we are going to show that how we can estimate from above such
quantity in terms of the initial datum u0 .

• Step 3. The critical time t∗. We want to find an upper bound for t1, which will be the critical time
t∗, which shall only depend on u0 but not on x0, namely

t
1

m−1

1 =
2K2Φ1(x0)∫

Ω u(t0, x)GΩ(x, x0) dx
≤(a)

4K2Φ1(x0)

c0,ΩΦ1(x0)
∫

Ω u0Φ1 dx

=
4K2

c0,Ω

∫
Ω u0Φ1 dx

:= t
1

m−1
∗ ,

(7.12)

where in (a) we have used again the backward in time lower estimates of Corollary 6.2, since for all

t0 ≤
1

(2K5)1/(2sϑ1,γ)
(∫

Ω u0Φ1 dx
)m−1 we have

∫

Ω
u(t0)Φ1 dx ≥ 1

2

∫

Ω
u0Φ1 dx ,

which, combined with the Type II lower Green function estimates (2.16), namely c0,ΩΦ1(x)Φ1(x0) ≤
GΩ(x, x0) , gives

∫

Ω
u(t0, x)GΩ(x, x0) dx ≥ c0,ΩΦ1(x0)

∫

Ω
u(t0)Φ1 dx ≥ c0,Ω

2
Φ1(x0)

∫

Ω
u0Φ1 dx .
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Therefore we have proved that for all t ≥ t∗ ≥ t1 inequality (7.2) holds. We conclude the proof by
providing an explicit expression of the constants.

• Step 4. Expression for the constants. We have set

t∗ =
L0(∫

Ω u0Φ1 dx
)m−1 , with L0 =

[
4K2

c0,Ω

]m−1

, and Lm1 :=
c0,Ω0

4(m− 1)(2K5)
1

2sϑ1,γ (m−1)

, (7.13)

where K2 is given in the remark after Theorem 5.1 , K5 is given in Proposition 6.1, c0,Ω is the constant
in Type II estimates (2.16) .

Remarks. (i) Recall that Φ1 is the first eigenfunction of L and satisfies estimates (2.7):

Φ1(x) � dist(x, ∂Ω) ∧ 1 for all x ∈ Ω.

Therefore, the lower boundary behaviour of u(t, ·) is:

u(t, x) ≥ L1

t
1

m−1

0

(
dist(x0, ∂Ω)

1
m ∧ 1

)
, for all t0 ≥ t∗ ≥ 0 and x0 ∈ Ω . (7.14)

This boundary behaviour is sharp because we have already obtained upper bounds with matching
powers of Φ1, cf. Theorem 5.7, and also because the solutions obtained by separation of variables have
the same boundary behaviour, as already explained in the remark after Theorem 5.7 .
(ii) The above positivity estimate (7.2) can be stated as a lower bound in terms of the separation of
variables solution V (x)(t+h)−1/(m−1) for some h > 0 that depends on the particular solution : we have
that u(t, x) ≥ V (x)(t+h)−1/(m−1) for all t ≥ t∗ . This has important consequences for the study of the
asymptotic behaviour, cf. [8] .
(iii) t∗ is an estimate the time that it takes to fill the hole: if u0 is concentrated close to the border
(leaves an hole in the middle of Ω), then

∫
Ω u0Φ1 dx is small, therefore t∗ becomes very large, therefore

it takes a lot of time to fill the hole.
(iv) These estimates can also be rewritten in an equivalent way as Aronson-Caffarelli type estimates,
in the spirit of the estimates first proved in [2] for s = 1 and Ω = RN , and generalized by us in [10, 11].
We can rephrase the lower estimates (7.2) as follows:

either t ≤ t∗ =
L0(∫

Ω u0Φ1 dx
)m−1 , or u(t, x0) ≥ L1

Φ1(x0)
1
m

t
1

m−1

for all t ≥ t∗ and all x0 ∈ Ω ,

which gives, for all t ≥ 0 and all x0 ∈ Ω:

1 ≤
(
t∗
t

) 1
m−1

+
t

1
m−1u(t, x0)

L1Φ1(x0)
1
m

, that is u(t, x0) ≥ L1Φ1(x0)
1
m

t
1

m−1

[
1−

(
t∗
t

) 1
m−1

]
.

As an open problem, it would be interesting to find precise lower bounds for small times, namely
0 < t < t∗.

8 Harnack inequalities

Let let m > 1 and let u ≥ 0 be a solution in the class S of very weak solutions to the Dirichlet problem
(3.1), corresponding to the initial datum 0 ≤ u0 ∈ L1

Φ1
(Ω) . We prove the following weak Harnack

principle.
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Theorem 8.1 There exist universal constants H0, H1, L0 > 0 such that setting

t∗ =
L0(∫

Ω u0Φ1 dx
)m−1 , (8.1)

we have that for all t ≥ t∗ and all x ∈ Ω, the following inequality holds:

H0
Φ1(x)

1
m

t
1

m−1

≤ u(t, x) ≤ H1
Φ1(x)

1
m

t
1

m−1

(8.2)

Recall that Φ1 is the first eigenfunction of L and satisfies estimates (2.7).

Proof. We combine the upper bounds (5.7) of Theorem 5.1 with the lower bounds (7.2) of Theorem 7.1;
the expression of t∗ is explicitly given in Theorem 7.1 , and the constant H0 = L1 , where L1 is as in
Theorem 7.1 ; as for the constant H1 = K2 , where K2 is given in Theorem 5.1 . Recall that constants
L0, H1, H0 > 0 depend only on N,m, s, γ and Ω , but not on u , and have an explicit form given in the
proof.

These estimates are very useful for the asymptotic behaviour that we will study in a forthcoming
paper, [8]. In this nonlinear setting they do not directly imply Cα regularity, as in [3]. On the other
hand, we can show that the solution u to the parabolic problem somehow inherits the (local) Harnack
inequality that holds for the first eigenfunction Φ1 of the operator L, namely for all BR(x0) ∈ Ω :

sup
x∈BR(x0)

Φ1(x) ≤ H inf
x∈BR(x0)

Φ1(x) (8.3)

where the constant H > 0 is universal and can be made explicit, see for example [7].

Theorem 8.2 (Local Harnack Inequalities of Elliptic Type) There exist universal constants H0,
H1, L0 > 0 such that setting

t∗ =
L0(∫

Ω u0Φ1 dx
)m−1 , (8.4)

we have that for all t ≥ t∗ and all BR(x0) ∈ Ω, the following inequality holds:

sup
x∈BR(x0)

u(t, x) ≤ H1H
1
m

H0
inf

x∈BR(x0)
u(t, x) (8.5)

Proof. We combine the above weak Harnack inequality (8.2) with the Harnack inequality (8.3) that
holds for Φ1 and we obtain (8.5):

sup
x∈BR(x0)

u(t, x) ≤ H1

t
1

m−1

sup
x∈BR(x0)

Φ
1
m
1 (x) ≤ H1H

1
m

t
1

m−1

inf
x∈BR(x0)

Φ
1
m
1 (x) ≤ H1H

1
m

H0
inf

x∈BR(x0)
u(t, x) , (8.6)

where we recall that H > 0 is the constant in (8.3) .

Remarks. (i) Also in the case s = 1 , these Harnack inequalities are stronger than the known Harnack
inequalities for the porous medium equation, , cf. [24, 25], which are of forward type and are stated in
terms of the so-called intrinsic geometry. On the other hand, elliptic Harnack inequalities are false for
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m = 1, as shown by simple examples using the fundamental solution. Indeed, in the linear case only
forward in time Harnack inequalities are possible, therefore we are observing a phenomenon typical
of non-linear diffusion. Usually, Harnack inequalities of elliptic type occur in the fast diffusion range,
namely when m < 1 , cf. our works [6, 9, 10, 11]; the above estimates are surprisingly valid for m > 1
and to our knowledge they have never been observed before.
(ii) Even if the operator is nonlocal, the reader may like to find a “purely local” Harnack estimate, i. e.,
one that holds depending on local data. Such inequality holds after a longer time that still depends on
the global norm of u0. Indeed we could have defined a “bigger” t∗ in terms of a local norms as follows

t∗ =
L0(∫

Ω u0Φ1 dx
)m−1 ≤

L2

dist
(
BR(x0) , ∂Ω

) (∫
BR(x0) u0 dx

)m−1 := t∗ . (8.7)

and estimate (8.5) holds after the local time t∗.

9 Bounds and boundary behaviour of solution to the elliptic problem

We consider the homogeneous Dirichlet problem

{
L(V m) = λV , in Ω ,
V = 0 , on ∂Ω ,

(9.1)

where Ω ⊂ Rd is a bounded domain with smooth boundary, λ > 0, m > 1, 0 < s ≤ 1 and d ≥ 1 ; the
linear operator L will be either the spectral fractional Laplacian, (−∆Ω)s, or the regional fractional
Laplacian, (−∆|Ω)s, that we have previously introduced and discussed in Section (2) .

Definition 9.1 A function V is a very weak solution to Problem (9.1) if:

• V ∈ L1
Φ1

(Ω) , |V |m−1V ∈ L1
Φ1

(Ω);

• The identity

λ

∫

Ω
L−1(V )ψ dx =

∫

Ω
|V |m−1V ψ dx. (9.2)

holds for every test function ψ such that ψ/Φ1 ∈ L∞(Ω) .

Remark. The above definition of very weak solution, has been given in [26], for s = 1.

Theorem 9.2 (Bounds and boundary behaviour for the elliptic problem) Let V ≥ 0 be a
very weak solution to the Dirichlet Problem (9.1), then there exist universal positive constants h0 and
h1 such that the following estimates hold true for all x0 ∈ Ω:

h0‖V ‖L1
Φ1

Φ1(x0) ≤ V m(x0) ≤ h1Φ1(x0) , (9.3)

where h1 = c5,Ωλ
1/(m−1) and h0 = c0,Ωλ , with c5,Ω given in Lemma 11.2 and c0,Ω is the constant in the

Type II lower estimates (2.16).
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Proof. We split two steps.

• Step 1. A pointwise equality. We want to prove that for almost all x0 ∈ Ω we have

V m(x0) =

∫

Ω
V (x)GΩ(x0, x) dx . (9.4)

To prove this formula, we first use Definition 9.1 of very weak solution to get:

∫

Ω
V m ψ dx = λ

∫

Ω
L−1(V )ψ dx = λ

∫

Ω
V L−1ψ dx (9.5)

for any ψ such that ψ/Φ1 ∈ L∞(Ω) . The proof of formula (9.4) now follows by approximating the

Green function GΩ(x0, ·) by means of a sequence of admissible test functions ψ
(x0)
n , as it has been done

in Step 4 of the proof of Theorem 4.2 .

• Step 2. The application of Integral Green Estimates I and II. Inequality (9.4) of Step 1, guarantees
hypothesis (11.10) with λ = κ0. Therefore we use the integral estimates II of Lemma 11.2 to obtain
that

V m(x0) ≤ cm5,Ωλ
m
m−1 Φ1(x0) ,

which proves the upper bound of inequality (9.3) . The lower bound of inequality (9.3) directly follow
by inequality (11.6) of Lemma 11.1 or simply from Type II lower estimates (2.16) , namely GΩ(x0, x) ≥
c0,ΩΦ1(x)Φ1(x0) , to get

V m(x0) = λ

∫

Ω
V (x)GΩ(x0, x) dx ≥ c0,Ωλ‖V ‖L1

Φ1
(Ω)Φ1(x0) .

The proof of inequality (9.3) is concluded.

10 Existence and uniqueness of non-negative very weak solutions

We begin with a result on almost weighted L1-contractivity for ordered solutions

Proposition 10.1 let u ≥ v be two ordered very weak solutions to the Dirichlet problem (3.1) corre-
sponding to the initial data 0 ≤ u0, v0 ∈ L1

Φ1
(Ω) . Then the integral

∫
Ω

[
u(t, x) − v(t, x)

]
Φ1(x) dx is

monotonically non-increasing in time and for all 0 ≤ τ0 ≤ τ, t < +∞ we have

∫

Ω

[
u(τ, x)− v(τ, x)

]
Φ1(x) dx ≤

∫

Ω

[
u(t, x)− v(t, x)

]
Φ1(x) dx

+K7[u(τ0), v(τ0)] |t− τ |2sϑ1,1

∫

Ω

[
u(τ0, x)− v(τ0, x)

]
Φ1 dx

(10.1)

where

K7 :=
mKm−1

4 λ1

2sϑ1,1
max

{
‖u(τ0)‖2sϑ1,1

L1
Φ1

(Ω)
, ‖v(τ0)‖2sϑ1,1

L1
Φ1

(Ω)

}m−1

(10.2)

and K4 > 0 is given in Theorem 5.3 .
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Proof. We begin by applying to u and v separately the definition of very weak solution 3.4 in the form
given in formula (4.6) of Step 1 of the proof of Proposition 4.2, with the admissible test function ψ = Φ1

(recall that L−1Φ1 = λ−1
1 Φ1 ≥ 0); therefore we get for any t, t0 ≥ 0

∫

Ω

[
u(t0, x)− v(t0, x)

]
Φ1(x) dx−

∫

Ω

[
u(t, x)− v(t, x)

]
Φ1(x) dx = λ1

∫ t1

t0

∫

Ω
(um − vm)Φ1 dxdτ (10.3)

From this equality and the fact that solutions are ordered, namely u − v ≥ 0, it immediately follows
the monotonicity property

∫

Ω

[
u(t, x)− v(t, x)

]
Φ1(x) dx ≤

∫

Ω

[
u(τ, x)− v(τ, x)

]
Φ1(x) dx , for all 0 ≤ τ ≤ t . (10.4)

Next, we combine the weighted smoothing effect (5.12) and the monotonicity inequality (10.4) with the
numerical inequality (u−v)(um−vm) ≤ mmax{um−1 , vm−1}(u−v)2 valid for all m ≥ 1 and u, v ≥ 0 ,
(recall that u− v ≥ 0), to get for all t ≥ τ0:

∫

Ω

(
um(t, x)− vm(t, x)

)
Φ1(x) dx ≤ mmax

{
‖u(t)‖m−1

L∞(Ω) , ‖v(t)‖m−1
L∞(Ω)

}∫

Ω

(
u(t, x)− v(t, x)

)
Φ1(x) dx

≤ mKm−1
4

(t− τ0)N(m−1)ϑ1,1
max

{
‖u(τ0)‖2sϑ1,1(m−1)

L1
Φ1

(Ω)
, ‖v(τ0)‖2sϑ1,1(m−1)

L1
Φ1

(Ω)

}∫

Ω

(
u(τ0, x)− v(τ0, x)

)
Φ1(x) dx

:=
K[u(τ0), v(τ0)]

(t− τ0)N(m−1)ϑ1,1

∫

Ω

(
u(τ0, x)− v(τ0, x)

)
Φ1(x) dx .

(10.5)

Plugging inequality (10.5) into (10.3) gives for all t1, t0 ≥ τ :

∣∣∣∣
∫

Ω

[
u(t0, x)− v(t0, x)

]
Φ1(x) dx−

∫

Ω

[
u(t, x)− v(t, x)

]
Φ1(x) dx

∣∣∣∣

≤ λ1

∫ t1

t0

K[u(τ0), v(τ0)]

(t− τ0)N(m−1)ϑ1,1

∫

Ω

(
u(τ0, x)− v(τ0, x)

)
Φ1(x) dx

(10.6)

which implies (10.1) using the numerical inequality |(t− τ0)2sϑ1,1 − (τ − τ0)2sϑ1,1 | ≤ |t− τ |2sϑ1,1 , valid
since 2sϑ1,1 < 1 . The constant K7 = λ1K[u(τ0), v(τ0)]/(2sϑ1,1) , has the form given in (10.2).

Proof of Theorem 3.6.
• Step 1. In a first step we take bounded and nonnegative initial data u0. In this case we may recover
the existence and uniqueness of strong solutions proved in [28, 29] and quoted in Section 3.

• Step 2. We now take general data u0 ≥ 0 , and construct a limit solution by approximation from
below with L∞-strong solutions. We consider a monotone non-decreasing sequence 0 ≤ u0,n ≤ u0,n+1 ≤
u0 , with u0,n ∈ L∞(Ω) , monotonically converging from below to u0 ∈ L1

Φ1
(Ω) in the topology of L1

Φ1
(Ω).

By previous results, we know that to every u0,n corresponds a unique strong solution un(t, x). Since
un is a strong solution, in particular it is a very weak solution in the sense of Definition 3.4 . Moreover,
since u0,n ∈ L∞(Ω) , then un(t) ∈ L∞(Ω) , and the comparison holds for these solutions, so that the
sequence un(t, x) is ordered, namely un(t, x) ≤ un+1(t, x) for all x ∈ Ω and t > 0 . We know that
un ∈ S , therefore all the upper estimates of Theorems 5.1, 5.2 and 5.3 hold true for un . Thus, for any
fixed τ > 0, there exists the limit u(t, x) = lim

n→∞
un(t, x) in L∞((τ,∞)× Ω).
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Moreover, u ∈ C0([0,∞) : L1
Φ1

(Ω)). Indeed, using the estimates (10.1) for un ≤ u, we have that for
all τ > 0

0 ≤
∫

Ω

[
u(τ, x)− un(τ, x)

]
Φ1(x) dx ≤

∫

Ω

[
u0(x)− u0,n(t, x)

]
Φ1(x) dx

+K7[u0, u0,n] τ2sϑ1

∫

Ω

[
u0(x)− u0,n(x)

]
Φ1 dx −−−−→

n→∞
0 .

(10.7)

• Step 3. The limit solution is a very weak solution. We have to check that for all ψ such that
ψ/Φ1 ∈ C1

c ((0,+∞) : L∞(Ω)) the following identity holds true:
∫ ∞

0

∫

Ω
L−1(u)

∂ψ

∂t
dx dt−

∫ ∞

0

∫

Ω
|u|m−1uψ dx dt = 0. (10.8)

Let us fix an admissible test function ψ . As mentioned above, we know that strong solutions are in
particular very weak solutions in the sense of Definition 3.4 , so that

∫ ∞

0

∫

Ω
L−1(un)

∂ψ

∂t
dx dt =

∫ ∞

0

∫

Ω
umn ψ dx dt . (10.9)

The proof is concluded once we show that
∫ ∞

0

∫

Ω
L−1(un)

∂ψ

∂t
dx dt −−−−→

n→∞

∫ ∞

0

∫

Ω
L−1(u)

∂ψ

∂t
dx dt , (10.10)

and ∫ ∞

0

∫

Ω
umn ψ dx dt −−−−→

n→∞

∫ ∞

0

∫

Ω
um ψ dx dt . (10.11)

• Proof of (10.10). Recall that ψ/Φ1 ∈ C1
c ((0,+∞) : L∞(Ω)) and say that the time-support is contained

in [t1, t2] , and recall that f ≥ 0 implies L−1f ≥ 0 , so that u ≥ un implies L−1(u− un) ≥ 0 and

∣∣∣∣
∫ ∞

0

∫

Ω
L−1(u− un)(t, x) ∂tψ dx dt

∣∣∣∣ ≤
∫ t2

t1

∥∥∥∥
∂tψ

Φ1

∥∥∥∥
L∞(Ω)

∫

Ω
Φ1(x)L−1(u− un)(t, x) dx dt

=

∫ t2

t1

∥∥∥∥
∂tψ

Φ1

∥∥∥∥
L∞(Ω)

∫

Ω
L−1Φ1(x)(u− un)(t, x) dx dt = λ1

∫ t2

t1

∥∥∥∥
∂tψ

Φ1

∥∥∥∥
L∞(Ω)

∫

Ω
(u− un)(t, x)Φ1(x) dx dt

≤ λ1

∫

Ω
(u0 − u0,n)Φ1 dx

∫ t2

t1

∥∥∥∥
∂tψ

Φ1

∥∥∥∥
L∞(Ω)

dt −−−−→
n→∞

0

where we have used the fact that L−1 is symmetric and in the last step we have used inequality (10.7) .

• Proof of (10.11). Recall that ψ/Φ1 ∈ C1
c ((0,+∞) : L∞(Ω)) and say that the time-support is contained

in [t1, t2] ⊂ (0,∞) , so that

∣∣∣∣
∫ ∞

0

∫

Ω
(um − umn )(t, x)ψ dx dt

∣∣∣∣ ≤
∫ t2

t1

∥∥∥∥
ψ

Φ1

∥∥∥∥
L∞(Ω)

∫

Ω
(um − umn )(t, x) Φ1(x) dx dt

≤ m
∫ t2

t1

∥∥∥∥
ψ

Φ1

∥∥∥∥
L∞(Ω)

‖u(t)‖m−1
L∞(Ω)

∫

Ω
(u− un)(t, x) Φ1(x) dx dt

≤ m
∫ t2

t1

∥∥∥∥
ψ

Φ1

∥∥∥∥
L∞(Ω)

Km−1
1

t

∫

Ω
(u0 − u0,n) Φ1 dx dt −−−−→

n→∞
0
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where we have used the numerical inequality (u − v)(um − vm) ≤ mmax{um−1 , vm−1}(u − v)2 valid
for all m ≥ 1 and u, v ≥ 0 , (recall that u− un ≥ 0) and the fact that ‖un(t)‖L∞(Ω) ≤ ‖u(t)‖L∞(Ω) for
all t > 0 , by construction. Finally, we have used the absolute bounds (5.1) as follows: we know that
for all n and for all t > 0 we have ‖un(t)‖L∞(Ω) ≤ K1 t

1/(m−1) , therefore, for all t > 0, we have that

‖u(t)‖L∞(Ω) ≤ lim sup
n
‖un(t)‖L∞(Ω) ≤ K1 t

1/(m−1) . (10.12)

Finally, we have also used inequality (10.7) .

• Step 4. Uniqueness. We keep the notations of the previous steps. Assume that there exist another
monotone non-decreasing sequence 0 ≤ v0,k ≤ v0,k+1 ≤ u0 , with v0,k ∈ L∞(Ω) , monotonically con-
verging from below to u0 ∈ L1

Φ1
(Ω) in L∞((τ,∞)× Ω) for all τ > 0. By the same considerations as in

the proof of Theorem 3.6 we can show that there exists a solution v(t, x) ∈ C0([0,∞) : L1
Φ1

(Ω)). We
want to show that u = v, where u is the solution constructed in the same way from the sequence u0,n.
We will prove equality by proving that v ≤ u and then that u ≤ v. To prove that v ≤ u we use the
estimates ∫

Ω

[
vk(t, x)− un(t, x)

]
+

dx ≤
∫

Ω

[
vk(0, x)− un(0, x)

]
+

dx (10.13)

which hold for any un(t, ·), vk(t, ·) ∈ L∞(Ω), by the results of [28, 29] . Letting n→∞ we get that

lim
n→∞

∫

Ω

[
vk(t, x)− un(t, x)

]
+

dx ≤ lim
n→∞

∫

Ω

[
vk(0, x)− un(0, x)

]
+

dx =

∫

Ω

[
vk(0, x)− u0(x)

]
+

dx = 0

since vk(0, x) ≤ u0 by construction. Therefore also vk(t, x) ≤ u(t, x) for t > 0, so that in the limit
k → ∞ we obtain v(t, x) ≤ u(t, x) . The inequality u ≤ v can be obtained simply by switching the
roles of un and vk . The validity of estimates of Proposition 10.1 is guaranteed by the above limiting
process. The comparison holds by taking the limits in inequality (10.13) .

• Step 5. It remains to show that the solutions constructed above belong to the class S, so that
the upper and lower bounds of Theorems 5.1, 5.2, 5.3 and 7.1 apply. We have already shown that
u ∈ C([0,∞) : L1

Φ1
(Ω)) so that we only have to show that u(t) ∈ Lp(Ω) for all t > 0, with p > N/(2s) .

We have already proved that u(t) ∈ L∞(Ω) for all t > 0, as a consequence of the absolute bounds
of Theorem 5.1, see the end of Step 2, formula (10.12) . The scale invariance property follows from
uniqueness. Therefore u ∈ S.

11 Appendix

11.1 Reminder on Green Functions

As already mentioned in the introduction, one of the novelties of this paper is represented by the
technique used in the proof of the lower and upper estimates. A main ingredient is the knowledge of
good estimates for the Green function. It is known that the Green function of L satisfies the following
estimate for all x, x0 ∈ Ω:

GΩ(x, x0) � 1

|x− x0|N−2s

(
dist(x, ∂Ω)

|x− x0|
∧ 1

)(
dist(x, ∂Ω)

|x− x0|
∧ 1

)
, (11.1)
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where (a ∧ 1)(b ∧ 1) = min{1, a, b, ab} for all a, b ≥ 0 . Indeed the above estimate can be obtained by
the following Heat kernel estimates H(t, x, y) for s = 1

H(t, x, x0) �
(

φ1(x)

|x− x0|
∧ 1

)(
φ1(x0)

|x− x0|
∧ 1

)
e−

c2|x−x0|2
t

tN/2
. (11.2)

with the help of the formula

GΩ(x, y) =

∫ ∞

0

H(t, x, y)

t1−s
dt .

Recall that in this case Φ1 = φ1 is the first eigenfunction of the Dirichlet Laplacian (s = 1) and satisfies
estimates (2.7) , namely Φ1 = φ1 � dist(·, ∂Ω) . The upper bounds for the Heat kernel (11.2) can be
found in [18, 19, 20, 21, 22] , while the lower bounds have been obtained later in [36] .

It is easy to see that estimates (11.1) imply respectively the Type I and Type II estimates (2.15) and
(2.16) , which have been already stated in Section 2.2.

Notice that here we have focused our attention on the SFL, but similar estimates for the Green
function hold for other classes of operators. This will be investigated in the forthcoming paper [12].

We now state the integral estimates which have been used in the proofs of the present paper.

Lemma 11.1 (Integral Green function estimates I) Let GΩ be the Green function of L. Then,
the Type I estimates (2.15) imply that there exist a constant c2,Ω(q) > 0 such that

sup
x0∈Ω

∫

Ω
GqΩ(x, x0) dx ≤ c2,Ω(q) for all 0 < q <

N

N − 2s
, (11.3)

Moreover, the Type II estimates (2.16) imply that there exist constants c3,Ω(q), c4,Ω(q) > 0 such that
for all 0 < q < N

N−2s

c3,Ω(q)Φ1(x0) ≤
(∫

Ω
GqΩ(x, x0) dx

) 1
q

≤ c4,Ω(q)Bq(Φ1(x0)) , (11.4)

where the function Bq : [0,∞)→ [0,∞) is defined as follows:

Bq(Φ1(x0))





Φ1(x0) , for any 0 < q < N
N−2s+1 ,

Φ1(x0)
∣∣ log Φ1(x0)

∣∣ 1
q , for q = N

N−2s+1 ,

Φ1(x0)
d−q(d−2s)

q , for any N
N−2s+1 < q < N

N−2s .

(11.5)

Moreover, for all f ∈ L1
Φ1

(Ω) , the Type II estimates (2.16) imply for all x0 ∈ Ω

∫

Ω
f(x)GΩ(x, x0) dx ≥ c0,ΩΦ1(x0)‖f‖L1

Φ1
(Ω) , (11.6)

The constants ci,Ω(·) , i = 2, 3, 4 , may depend on s,N, q and have an explicit expression given at the
end of the proof.
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The proof of this result is technical and long, but not difficult. We will prove a more general version
of the above Lemma in [12].

As a consequence of the above estimates, for any f ∈ L∞(Ω) we have that

c0,ΩΦ1(x0)‖f‖L1
Φ1

(Ω) ≤
∫

Ω
f(x)GΩ(x, x0) dx ≤ c4,Ω‖f‖L∞(Ω)B1(Φ1(x0)) (11.7)

with

B1(Φ1(x0)) =





Φ1(x0) , for any 2s > 1 ,

Φ1(x0)
∣∣ log Φ1(x0)

∣∣ , for 2s = 1 ,

Φ1(x0)2s , for any 2s < 1 .

(11.8)

It is clear at this point that the upper bounds are sharp when 2s > 1 , since the powers of Φ1 match.
When 2s ≤ 1 , the situation changes, and the above boundary behaviour is not sharp. We have to work
a bit more to obtain matching powers of Φ1. We remark that as a consequence of the above estimates,
when 2s ≤ 1 we have

∫

Ω
f(x)GΩ(x, x0) dx ≤ c4,Ω‖f‖L∞(Ω)

{
1
εΦ1−ε

1 (x0) , for 2s = 1 and for all ε > 0 ,

Φ1(x0)2s , for any 2s < 1 .
(11.9)

Lemma 11.2 (Integral Green function estimates II) Let m > 1 and GΩ be the Green function
of L. If for all x0 ∈ Ω

um(x0) ≤ κ0

∫

Ω
u(x)GΩ(x, x0) dx . (11.10)

then, the Type II estimates (2.16) imply that there exist a constant c5,Ω > 0 such that for all x0 ∈ Ω

um(x0) ≤ κ0

∫

Ω
u(x)GΩ(x, x0) dx ≤ cm5,Ωκ

m
m−1

0 Φ1(x0) . (11.11)

The constant c5,Ω , may depend on s,N,m but not on u nor on κ0, and have an explicit expression
given in the proof.

Proof. We split several steps.

• Step 1. First boundary estimates. An immediate consequence of hypothesis (11.10) is the following
absolute upper bound:

um(x0) ≤ κ0

∫

Ω
u(x)GΩ(x, x0) dx ≤ κ0 c4,Ω‖u‖L∞(Ω)

where we have used bounds (11.3) for q = 1 , namely that sup
x0∈Ω

‖GΩ(x0, ·)‖L1(Ω) ≤ c4,Ω . Taking the

supremum in x0 in the above expression, gives the absolute bound ‖u‖L∞(Ω) ≤ (κ0 c4,Ω)
1

m−1 . Finally,
using the latter absolute bound, together with hypothesis (11.10) and inequality (11.4) with q = 1, we
obtain

um(x0) ≤ κ0

∫

Ω
u(x)GΩ(x, x0) dx ≤ κ0c4,Ω‖u‖L∞(Ω)B1(Φ1(x0)) (11.12)
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Therefore, using (11.9), we have proven that for all x0 ∈ Ω , we have

u(x0) ≤ κ1Φν1
1 (x0) , (11.13)

with

κ1 := κ̃1 κ
1

m−1

0 := (κ0 c4,Ω)
1

m−1 and ν1 :=





1 , for any 2s > 1 ,

1−ε
m , for 2s = 1 and for all ε ∈ (0, 1] ,

2s
m , for any 2s < 1 .

(11.14)

therefore inequality (11.4) is already proved in the case 2s > 1 . From now on we concentrate in the
case 2s ≤ 1 . We will split two cases, namely 2s < 1 and 2s = 1 .

• Step 2. We first deal with the case 2s < 1. Combining inequality (11.13) with hypothesis (11.10)
gives

um(x0) ≤ κ0

∫

Ω
u(x)GΩ(x, x0) dx ≤ κ0κ1

∫

Ω
Φν1

1 GΩ(x, x0) dx

≤ κ
m
m−1

0 c
1

m−1

4,Ω

(∫

Ω
GΩ(x, x0) dx

)1−ν1
(∫

Ω
Φ1GΩ(x, x0) dx

)ν1

≤ κ
m
m−1

0 c
1

m−1
+1−ν1

4,Ω Φ1(x0)2s(1−ν1)+ν1

since we recall that since 2s < 1 estimates (11.7) give
∫

ΩGΩ(x, x0) dx ≤ c4,ΩΦ1(x0)2s and we also recall
that Φ1(x0) =

∫
Ω Φ1GΩ(x, x0) dx .

u(x0) ≤ κ
1

m−1

0 κ̃2Φ1(x0)ν2 (11.15)

with ν2 = 2s(1−ν1)+ν1

m = ν1(1+ 1−2s
m ) > ν1 and κ̃2 = c

1
m(m−1)

+
1−ν1
m

4,Ω . Iterating the above process n times,
gives

u(x0) ≤ κ
1

m−1

0 κ̃nΦ1(x0)νn with νn = ν1

(
1 +

1− 2s

m

)n
∧ 1 (11.16)

where κn ≤ cσn4,Ω for some finite σn . We have taken n to be the biggest integer such that νn+1 > 1 ,
namely

n+ 1 >
log 1

ν1

log
(
1 + 1−2s

m

) =
log m

2s

log
(
1 + 1−2s

m

)

so that νn = 1 , therefore (11.16) gives inequality (11.4) with c5,Ω = cσn4,Ω for some finite σn .

• Step 3. We deal with the case 2s = 1. Let us fix x0 ∈ Ω, and R0 = Φ1(x0) ≤ R = ‖Φ1‖L∞(Ω) +
diam(Ω) , so that for any x0 ∈ Ω we have Ω ⊆ BR(x0) . Notice that it is not restrictive to assume
0 ≤ Φ1(x0) ≤ 1 since we know by estimates (2.7) that Φ1(x) �

(
dist(x, ∂Ω) ∧ 1

)
for all x ∈ Ω and we

are interested in the boundary behaviour, i.e. to the values dist(x, ∂Ω) << 1; when Φ1(x0) ≥ 1, i.e.
far from the boundary, already have estimates (11.3). Recall now the upper part of Type II estimates
(2.16), that can be rewritten in the equivalent form

GΩ(x, x0) ≤ c1,Ω

|x− x0|d−2s





Φ1(x0)

|x− x0|
for any x ∈ Ω \BR0(x0) = Bc

R0
(x0)

1 for any x ∈ BR0(x0)
(11.17)
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Next, we recall that Φ1 ∈ C1(Ω) , so that there exists k1 > 0 so that for all x ∈ Ω

Φ1(x) ≤ Φ1(x0) + k1|x− x0| ≤ (1 + kγ)

{ |x− x0| for any x ∈ Ω \BR0(x0) = Bc
R0

(x0)

Φ1(x0) for any x ∈ BR0(x0)
. (11.18)

Joining the above estimates we obtain

Φ1(x)ν1GΩ(x, x0) ≤ c1,Ω(1 + kγ)

|x− x0|d−2s





Φ1(x0)

|x− x0|1−ν1
for any x ∈ Ω \BR0(x0) = Bc

R0
(x0)

Φ1(x0) for any x ∈ BR0(x0)
(11.19)

We now recall that R0 = Φ1(x0) and that 2s = 1: we use (11.19) to estimate
∫

Ω
u(x)GΩ(x, x0) dx ≤ κ1

∫

BR0
(x0)

Φν1
1 (x)GΩ(x, x0) dx+ κ1

∫

BcR0
(x0)

Φν1
1 (x)GΩ(x, x0) dx

≤ κ1c1,Ω(1 + k1)

[∫

BR0
(x0)

Φν1
1 (x0) dx

|x− x0|d−2s
+

∫

BR(x0)\BR0
(x0)

Φ1(x0) dx

|x− x0|d−2s+(1−ν1)

]

= κ1c1,Ω(1 + k1)ωN

[
R2s

0

2s
Φν1

1 (x0) + Φ1(x0)
R
ν1 −Rν1

0

ν1

]
≤ κ1c1,Ω(1 + k1)ωN

[
1 +

1

ν1

]
R
ν1 Φ1(x0)

Combining the above inequality with hypothesis (11.10) gives (11.4) with c5,Ω = c
1

m−1

4,Ω c1,Ω(1 + k1)ωN(
1 + 1

ν1

)
(‖Φ1‖L∞(Ω) + diam(Ω))ν1 .

Remark. An important consequence of this Lemma is that it makes possible to understand the sharp
boundary behaviour of solutions to the Dirichlet elliptic problem Lum = λu , cf. Section 9.

12 Comments, extensions and open problems

•We want to stress an interesting conclusion of our results: the boundary behaviour of our solutions is
dictated by the first eigenfunction Φ1 of operator L. When dealing with other linear operators, or with
less regular domains, Φ1 may have a different boundary behaviour, namely

(
dist(·, ∂Ω)γ ∧ 1

)
, but the

main results can be shown to hold, with appropriate expressions. Roughly speaking, u(t, ·) behaves like
the distance to the boundary at a the power γ/m. The detailed analysis of this extension will appear
in a forthcoming paper [12].

• When the equation is posed in the whole space Ω = RN , the questions we have discussed here have
been treated in the recent literature, cf. [11, 28, 29]. While a number of general ideas are similar, the
details and techniques are quite different. The difficulties found in applying previous ideas have led to
the new methods used here.

• The case m = 1. In this limit we obtain the fractional linear heat equation. The theory is simpler
since the solution can be obtained by means of the representation formula in terms of the heat kernel
Hs(t, x, y) or in terms of the eigenvalues and eigenfunctions (λsk,Φk): recall that ûk =

∫
Ω u0Φk dx, so

that

u(t, x) =

∫

Ω
Hs(t, x, y)u0(y) dy =

∞∑

k=1

e−λ
s
kt ûk Φk(x) ,

33



from which it follows by standard methods that u(t, x) � e−λ
s
1tΦ1(x) for all large times , cf. [20, 21] .

Notice that there cannot be absolute upper bounds since the equation is linear. There exists a linear
version of the positivity result of Theorem 7.1 .

• The case s = 1. In this limit case we obtain the standard version of the porous medium equation.
Our proofs above are stable under this limit. Some of these results are new, like elliptic Harnack
inequalities, or backward smoothing effects.

• Solutions with any sign. Due to the property of comparison, extending the upper bounds to
solutions of any sign is easy. Here is the argument: recall first that if u is a solution , also −u is a
solution. Then, consider the nonnegative solution u+ corresponding to u+

0 = max{u0, 0}. Thus by
comparison, u ≤ u+ , since u0 ≤ u+

0 . Consider also the nonnegative solution u− corresponding to
u−0 = −min{u0, 0}. Then by comparison, −u ≤ u− , since −u0 ≤ −u−0 , and we get −u− ≤ u ≤ u+, so
that |u| ≤ max{u+ , u−} .

• More general operators. Since the derivation of our estimates proceeds on a rather general
level, (a large part of) the conclusions should apply to more general operators, like variations of our
spectral laplacian operator, such as the case fractional powers of operators with measurable coefficients
(under appropriate conditions), or fractional powers of the Laplace-Beltrami Laplacian on Riemannian
manifolds. We will address this question in the forthcoming paper [12].
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[14] X. Cabré, J. Tan. Positive solutions of nonlinear problems involving the square root of the Laplacian, Adv.
in Math. 224 (2010), no. 5, 2052–2093.

[15] L. Caffarelli, L. Silvestre, An extension problem related to the fractional Laplacian. Comm. Partial Diff. Eq.
32 (2007), no. 7-9, 1245–1260.

[16] A. Capella, J. Dávila, L. Dupaigne, Y. Sire. Regularity of radial extremal solutions for some non local
semilinear equations, Comm. Partial Diff. Eq. 36 (2011), no. 8, 1353–1384

[17] B. Dahlberg, C. E. Kenig. Nonnegative solutions of the initial-Dirichlet problem for generalized porous
medium equation in cylinders, J. Amer. Math. Soc. 1 (1988), 401-412.

[18] E. B. Davies. Explicit constants for Gaussian upper bounds on heat kernels, Amer. J. Math. 109 (1987),
no. 2, 319333.

[19] E. B. Davies. The equivalence of certain heat kernel and Green function bounds, J. Funct. Anal. 71 (1987),
no. 1, 88103.

[20] E. B. Davies. “Heat kernels and spectral theory”, Cambridge Tracts in Mathematics, 92. Cambridge Uni-
versity Press, Cambridge, 1990. x+197 pp. ISBN: 0-521-40997-7

[21] E. B. Davies. “Spectral theory and differential operators”, Cambridge Studies in Advanced Mathematics,
42. Cambridge University Press, Cambridge, 1995. x+182 pp. ISBN: 0-521-47250-4

[22] E. B. Davies, B. Simon. Ultracontractivity and the heat kernel for Schrdinger operators and Dirichlet Lapla-
cians, J. Funct. Anal. 59 (1984), no. 2, 335395.

[23] J.I. Dı́az, J.M. Rakotoson. On the differentiability of very weak solutions with right-hand side data integrable
with respect to the distance to the boundary, Journal of Functional Analysis 257 (2009) 807831

[24] E. DiBenedetto. Intrinsic Harnack type inequalities for solutions of certain degenerate parabolic equations,
Arch. Rational Mech. Anal., 100 (1988), 129-147.

[25] E. DiBenedetto, U. Gianazza, V. Vespri. “Harnack’ s inequality for degenerate and singular parabolic equa-
tions” , Springer Monographs in Mathematics, Springer 2011.

[26] P. J. McKenna, W. Reichel, A priori bounds for semilinear equations and a new class of critical exponents
for Lipschitz domains, Journal of Functional Analysis 244 (2007) 220246

[27] J.-L. Lions, E. Magenes, Non-homogeneous boundary value problems and applications. Vol. I , (Translated
from the French by P. Kenneth) GMW 181, Springer-Verlag, New York-Heidelberg, 1972. xvi+357 pp.
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