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Abstract

The purpose of this paper is to prove quantitative local upper and lower bounds for weak
solutions of elliptic equations of the form —Ayu = Au®, with p > 1, s > 0 and A > 0, defined on
bounded domains of R?, d > 1, without reference to the boundary behaviour. We give an explicit
expression for all the involved constants. As a consequence, we obtain local Harnack inequalities
with explicit constants. Finally, we discuss the issue of local absolute bounds, which are new to
our knowledge. Such bounds will be true only in a restricted range of s or for a special class of
weak solutions, namely for local stable solutions. In the study of local absolute bounds for stable
solutions there appears the so-called Joseph-Lundgren exponent as a limit of applicability of such
bounds.
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1 Introduction

In this paper we obtain local upper and lower estimates for the weak solutions of nonlinear elliptic
equations of the form

(1.1) —Apu = —div(|Vu|P2Vu) = f(u),

with p > 1, posed in a bounded domain Q C R¢, with d > 1. The choice of right-hand side that we have
in mind is f(u) = Au® with A, s > 0. Our main purpose is to obtain local estimates for solutions that
are defined inside the domain without reference to their boundary behaviour. The notion of solution
that we will use in the whole paper is the following.

Definition 1.1 (Local weak solutions) Let Q C R? a bounded domain. A function u is a local weak
solution to —Apu = f(u) in Q if and only if u € Wli)’cp(Q), f(u) € LL _(Q) and it satisfies

loc
/ [[VulP™>Vu - Vo — f(u)¢] dz =0
K
for any compact K C Q and for all bounded ¢ € C§(K).

The estimate that we prove in this paper are local upper bounds for solutions of any sign, lower bounds
for non-negative solutions, and also local Harnack inequalities. The estimates that we obtain are not
essentially new from a qualitative point of view, and enjoy a large literature [2, 4, 5, 10, 11, 13, 14, 15, 16,
17, 18, 19, 20, 25, 30, 28, 29, 31, 32, 37, 39, 41, 47, 48, 51, 52, 53, 54, 55] and the books [33, 34, 36, 49];
however, it is hopeless to give a complete bibliography for this nowadays classical problem. We try
to contribute to the general theory on these elliptic equations, with quantitative local bounds; to our
knowledge, there does not exists in literature a systematic set of local quantitative estimates in the
explicit form given here. By quantitative estimates we mean keeping track of all the constants during
the proofs. This paper follows the ideas of [4], in which the authors treated the case p = 2, i. e. the
case of semilinear equations. Here we extend the techniques and the results of [4] to the more general
case represented by the p-Laplacian elliptic equation (1.1).

The interest in obtaining quantitative control of the constants of such inequalities relies in the appli-
cations. On one hand, our results are useful in understanding regularity properties of the stationary
solutions of the associated parabolic equation (the so-called doubly nonlinear evolution equation); it is
needed for instance in the results of [3] on the asymptotic properties of solutions of the fast diffusion
equation in bounded domains. On the other hand, it is interesting to see the stability of the estimates
(therefore of the regularity of the solutions), when the parameters s or p reach their limiting values;
for example, we can consider the (formal) limit p — 17 in the local upper estimates of Theorems 4.1
and 4.5 and easily check that the constant is stable under such limiting process; the upper estimates
therefore should hold also for the solutions of the 1-Laplacian, often called the Total Variation Flow
(TVF). Weak solutions to the TVF have a different definition from the one we provide here for the
p-Laplacian, but are sometimes obtained as the limit for p — 17 of suitable families {u,} of smooth
solution to the p-Laplacian, see [1] for more details; we refrain from doing this limiting process, since
it falls out from the scope of this paper.

The range of exponents of interest will be p > 1 and 0 < s < r — 1, where r is the exponent of the
Sobolev imbedding of WP namely r = p* = pd/(d — p) if p < d and any r € [p*,00) if p > d; it is
clear at this point that there is a restriction on the parameter s only when p < d. It is worth noticing
that the restriction s < r —1 = p* — 1 appears only when we consider p < d, and it is related to several
deep aspects of the theory of the equation at hand: for example, when dealing with the homogeneous
Dirichlet problem, the existence of bounded weak solutions may fail above that exponent, as well as
the absolute upper bounds, see [11, 23, 31, 32, 46, 52]; it is known that when s > p* — 1 there exist
solutions! which are not bounded, therefore not regular, cf. [24, 40, 42, 43, 44, 45]. On the other

Lor p = 2, very weak solutions



hand, when s < p* — 1, bounded solutions are known to be C1'® | cf. [25], and the C1'® modulus of
continuity directly depends on the local maximum of the solution. Therefore having absolute bounds
for the solution allow to have absolute bounds for the C** modulus of continuity. We will see that the
C1® modulus of continuity is independent on the solution when s < s’ < p* — 1, while it depends on
(some L9-norms of) the solution when s} < s <p* —1.

Finally, when dealing with quantitative local absolute bounds for the smaller class of stable solutions,
cf. Section 7, there will naturally appear the so-called Joseph-Lundgren exponent s;j, - which is finite
only for “big” dimensions - as a further limit on the range of s to which our absolute bounds apply, as
we shall explain in Section 7. As a reference for this topic see for example [13, 14, 16, 28, 29].

1.1 Plan of the paper and main results

We begin with a section devoted to the basic energy estimates. As a consequence, we obtain quantitative
Caccioppoli type estimates that allow us to obtain absolute bounds for the s — 1 -“norm”, which to
our knowledge have never been observed before, see Corollary 2.5; such absolute bounds will be the
key tool needed in Section 7 to derive our local absolute bounds. In Section 3 we recall the Sobolev
inequalities that we will use in the paper and derive some preliminary inequalities in the form of reverse
Poincaré inequalities, as a direct consequence of the energy estimates and Sobolev inequalities.

We then focus on local upper estimates in Section 4. Our first main result is Theorem 4.1, which can
be considered as a smoothing effect with very precise constants. In the case p — 1 < s < r — 1, the
estimates of Theorem 4.1 seem to be new to our knowledge. Next, we obtain local upper estimates for
—Apu = buP~! with unbounded coefficient b in Theorems 4.2 and 4.4 and we apply them to the case
b=u*"®"1 in Theorem 4.5. The last upper bounds have the advantage that they do not require the
restriction s < r — 1, they hold for any nonnegative weak solution which moreover belongs to L{ ., with
q>r[s—(p—1)]/(r —p). This last requirement seems to be essential, since in the case s > r — 1 there
are solutions us, which are not bounded, and uo, € L with ¢ < r[s — (p — 1)]/(r — p), at least when

loc
p =2, see [24, 40, 42, 43, 44, 45].

Section 5 is devoted to the local lower estimates. The main result is Theorem 5.1, which holds for all
p>1land 0 <s <r—1. The proof is based on a quantitative lower Moser iteration, joined with the
reverse Holder inequalities of Appendix 8.1, which are obtained via a simplified John-Nirenberg type
Lemma proved in [4] in a quantitative form. Next we prove a more precise quantitative reverse Holder
inequality, Proposition 5.2, but only in the smaller range of exponents p —1 < s < r(p — 1)/p = s}.
The fourth main result of the paper, is Theorem 5.4, in which we use such reverse Holder inequality to
improve the lower bounds of Theorem 5.1 in this smaller range of exponents.

In Section 6 we combine the upper bounds of Section 4 with the lower bounds of Section 5 to obtain
various form of Harnack inequalities. The general form, valid in the whole range of exponents, is
given in Theorem 6.1, but, unfortunately, the constant of such inequality, depends on a quotient of
L7 norms. Next we specialize to the subcritical range 0 < s < p — 1, Theorem 6.2, and supercritical
range p — 1 < s < s, Theorem 6.3, and we prove clean versions of the Harnack inequality, i.e. the
constant is independent on the solution. In the range s} < s < r — 1, we are not able to prove such
clean forms of Harnack inequalities, and we conjecture that the dependence on some L¢ norm of the
solution can not be avoided. As far as we know, the Harnack inequality that we derive for s > p — 1 is
not stated explicitly in the literature. The fact that the “constant” involved has to depend on w when
s*¥ < s < r—11is confirmed by the results of [9, 6, 7, 8, 26, 27] applied to separation of variable solutions
of parabolic problems. This is also related to the fact that, in the range s} < s < r — 1, there exist
(very weak) singular solutions, at least when p = 2, see [24, 40, 42, 43, 44, 45].

Finally, in Section 7 we derive the quantitative local absolute bounds, which represent the novelty
of the paper. In Theorem 7.1 we obtain quantitative local lower bounds when 0 < s < p — 1 and
local absolute upper bounds when p —1 < s < s> . We have already discussed why the above absolute
bounds cannot be extended s > s} without further assumption on the solution. The last part of the



section is devoted to the derivation of absolute upper bounds for all s > 0, but for the class of local
stable solutions. In Theorem 7.6 we obtain quantitative absolute upper bounds for all s > 0 when
the dimension is small, namely d < p(:%l?’), while we reach a bigger exponent s;;, € (r — 1,00) for
bigger dimension. The exponent sy, is the celebrated exponent discovered by Joseph and Lundgren in
[35], see also in [13, 14, 16, 28, 29]. The Appendix contains some technical results used in the paper,
complemented with a proof when needed. We will use the notation ||g||Le(5,) = 9llq.r> |Br| = wg R
and wy = |B1].

1.2 More general nonlinearities

We can apply the method used in the proofs to obtain quantitative estimates to a larger class of
operators and nonlinearities. We can consider a more general equation, namely

Au) = —=diva(z,u, Vu) = f(u),
where a(z, 0, €) is a Caratheodory vector valued on € x R x R? such that, for some constants vy > v > 0

L. |a(z,0,8)| < [l + |€[P7Y,
2. a(z,0,8)¢ > 1rlEl?,
3. la(z,0,8) — a(z,a,n)][§ —n] >0,

fora.e. z€Qand Vo eR, & neRY, € £,

The proofs of all the results apply also to this case with minor modifications, but the constants in
the estimates will also depend on v; and v5. As far as the the right-hand side is concerned, we deal
with the model case f(u) = Au®. Indeed, we could have considered a more general nonlinearity f(u)
satisfying the following conditions: there exist 0 < by < by, by > 0:

bou® < f(u) < bi(u+b2)”.
Also In this case the proofs of all the results apply with minor modifications, and it is not so difficult

to keep track of the new constants b; throughout the proof.

We have decided here to consider the model case, to simplify the exposition and to focus on the main
ideas.

2 Local energy estimates and Caccioppoli inequalities

We shall pursue in the sequel the well-known idea that local weak solutions satisfy reverse Sobolev
or Poincaré inequalities. Such local reverse inequalities are the key to prove local upper and lower
estimates of next sections, and indeed imply that such functions satisfy Harnack inequalities.

Lemma 2.1 (Energy Estimates) Let Q C R? be a bounded domain and let u be a local nonnegative
weak solution to —Apu = Au® in Q, p>1 and A, s > 0. Then the following energy estimate holds true
for any a # —(p— 1), § > 0 and any test function ¢ € C*(Q)NCE(Q), ¢ >0

_r
a+(p-1)

laf
p

at(p—1)
)

[ i)

Pode < /\/(u+5)“+s¢dx
Q

(2.1) /Q(u—i—é)“'“p_l) Zfbllpdx.

plafp~t



Ifa=—(p—1), for any 6 > 0, we have the Caccioppoli estimate

u’ L[ IVel

odr < — dz.
pJa ¢P!

(2.2) ) /Q|V1g( +0)[Pod +>\/Q(u+6)p_1

In addition for any a <0 and § >0

+(p 1 o _ V(bp
/|v (u+6) HPgdz < W/Q(u+5) o 1)|¢p_|1d

la
p

__pr
a+(p—1)

(2.3)

Remark 2.2 We underline that when o > —(p — 1) we can let 6 — 0" in the energy estimates (2.1)
and (2.3) to get

P~ atip= 1 |[VolP
(2.4) [ai”/ IV (u )|p¢dx<)\/ u g dr + ST 1/ua+<p 1>|¢p‘f|1dx
and for —(p—1) < a <0,
o 2= atm_1) |VOIP
(2.5) ‘ | / v )Podr < |a|p - /Qu +(p—1) |¢J°—|1 d

Proof of Lemma 2.1. Let 0 < ¢ € C?(2) N CL(Q) and § > 0. Multiply the equation by (u + §)%¢,
a # —(p—1) and integrate by parts on ) to get

/|W|P*2vu-v¢(u+5)adx+a/ |vu|p(u+5)a*1¢dx:/ |VuP=2Vu - V|[(u + 6)%¢] dz
Q Q Q
(2.6) :7/ Apu(u +6)*¢dx
Q
=\ s 5% dz.
/Qu (u+9)*¢dx

So, for any a # —(p — 1), we have

%/ ‘V ’LL+§) +(P 1)]|p¢d$ = |a|/ﬂ|vu|p(u+5)a_1¢dx

lo +
(2.7) < )\/ u®(u+ 6)*¢dx +/ |Vu|P~t (u + 0)¥| V| da.
Q Q
Now applying the inequality (8.5) with o = ﬁ > 1 to the second term in the right hand side of (2.7),
we obtain
- e(p—1) 4 b at(p=1)
VulP~H | Vo|(u+6)*dx < Vi(u+46 P Podx
[ vt [l +5) g | e

1 1|Vl
a+(p—1)
+p51’*1 /Q(u+6) 1 d

Simplifying and choosing € > 0 such that

-1
|a|,w>0’

for example € = ||, we arrive at the following energy estimate

laf
p

_pr
a+(p—-1)

at(p—1)
p

[l Podr < [ ko)
Q Q

1
plal /Q(“”)

2.8)
a+(p—1) |V¢|p d
o1



In the particular case o < 0, since u is assumed to be nonnegative, we get from (2.6)
|a|/ |VulP(u+0)*topdr < / |VulP~H V| (u + §)* da.
Q Q

So, proceeding as above, we arrive at

lo (p)p atlp=l), _ at(p—1
p \at =1 /Q'V““”) deémav-l/ﬂ(“”)

Now let us consider the case & = —(p — 1), as before, multiplying the equation by (u + &)~ ®~V¢,
0 > 0, and integrating by parts on €2, we get

gy Y oy [V _ ~2vy. ~(-1)
/Q\Vu|p Vu T dz —(p 1)/Q(u+6)1’¢dx = /Q|Vu\p Vu-V[(u+ )Pl dz

Vol

—/ Apu(u+6)" P Ved
Q

= A wu+0)" P Vpda
Q

So
|Vul? u® -1 Vel
<p1>/ﬂm+5>p¢d“A/m+5ya—1¢dx = /Q'V“'p Tat oy 9%

Applying Young inequality to the last term of the previous inequality and rewriting
[Vul?
———¢dz = | |Vieg(u+96)|Popdx
/sz (u+0)P Q
we get (2.2). [J
Now we can compute some useful calculations in order to get an explicit expression for all the constants.

Lemma 2.3 (A test function) Fir two balls Br, C Br, CC Q. Then there exists a test function
¢ € C?(Q) N CL(Q) which is radially symmetric, supp(¢) = Br,, ¢ = 1 on Bgr,, and satisfies

|v¢|p < 2p—1pp
o= = (Ro— Ry)P

_r
Ry — Ry

(2.9) and (Voo < for any p > 1.

Proof. Consider the radial test function defined on Br, CC 2

1 22 M (lel-R0)?
(RO_Rl)p ’

A2 = 21 (ry oy

(RO_Rl)P 9

0, if |$|>R0

if Ry < || < Botl

lfw<|I‘SRO

for any 0 < Ry < Ryg. We have

0, if 0 < |z| < Ry orif |z| > Ry
2P 'p(lz|—R1)P " : Ro+R
Vo(le) ={ ~ m-mp e HRi<lals B
2P 'p(Ro—|z)? ! ¢ Ro+R
SRR i < < Ry

So we easily obtain the bounds (2.9). [J



Remark 2.4 As a consequence of the first inequality in (2.9), we have that

[Vo|P d < 27=1 pP | B, | _ 2P~ pP R wy
o P71 T (Ro— Ry)P (Ro— Ry)P

Corollary 2.5 (Quantitative Caccioppoli Estimates) Letd > 0. Under the assumption of Lemma
2.1 and using the test function ¢ of Lemma 2.3, we have the quantitative Caccioppoli estimates, for
any 6 > 0:

(p—1)? / p / u® pPl2r~t Rdw,
2.10 —_— Viog(u+6)| dx+ A ——dr < —————.
( ) P BRl ’ g( )| BRl (u + 6)1)—1 — (RO _ Rl)p

Proof.  Using (2.2) with ¢ as in Lemma 2.3 and recalling Remark 2.4 we easily obtain the desired
result. []

Remark 2.6 Letting § — 0 in (2.10), we get

pp~ 1 2p’1wng

2.11 A/ w~ @Dz <
@11) Br, T (Ro—R1)P

As a consequence of this fact in Section 7 we obtain a local absolute upper bound in the rangep—1 < s <
st =r(p—1)/p, r defined in (3.2) and a local absolute lower bound if w 20 on Br, and 0 < s < p—1.

3 Sobolev and reverse Poincaré inequalities

In this section we will recall the Sobolev inequalities that will be used throughout the paper and
we also show how they combine with the energy inequalities of the previous section to give a kind of
reverse Poincaré inequalities, that will be necessary for the upper bounds when dealing with unbounded
coeflicients.

Sobolev inequalities. Our local bounds will be a consequence of the Sobolev imbedding theorems on
balls B, C R?. Indeed the following Sobolev type inequalities hold true:

1
(3.1) 19025, < 5% (198085, + ol

for any g € W1P(Q), where  is a bounded open domain of R? with smooth boundary, B, C 2, and

: «_ pd

fp<d, =p*=—-—) S,,

if p r=p= g p
(32) it p=d, r € (p,+00), Sy = Sz’)diam(Q)%

if p>d, r = +o0, S, = S, diam(Q)' 77
and Sp,S, > 0 only depends on p,d, see e.g. Theorem 3.11 and 3.12 of [34]. On the other hand,
whenever g € Wy*(B,) we have

(3.3) Il

Lr(8,) < Sy V9L,
where 7 is defined in (3.2) and S,, is the Sobolev constant, which only depends on p, d, see e.g. Theorem
3.9 of [34]. We will denote by r the Sobolev exponent corresponding to T/Vol’p (B,) through all the paper.

Now we state and prove a lemma originally due to Trudinger [53] (see Lemma 5.1 p. 745 there). For a
proof in the case p = 2 see Lemma 3.2 in [4].



Lemma 3.1 Letv € L"(Bg) and b € L™ (Bg) for m > r/(r —p) with r > p defined in (3.2). Then for
any v > 0 the following inequality holds

(3.4) /BRbU”dx < 7</BRdex>

K,, Y o=

yPsT = m

+ —— |Br|" b dx P dz,
=T Br Br

mpir
m(r—p)—r (pm+4r\mr-—»-r
rm rm )

3

where

(3.5) Ko pr =

Proof. Let us estimate for any 0 < v1 < p,

boP=TN Az <y (/ P15 dm) " (/ b o dx) v
Br B .
P—m r—p
<) (/ vrdw) |Brl| ™ (/ b dx)
Bn B

P
_ r 1 p
S(C) IYO(p 71) </ UT dl’) + ﬂ P—71 |‘BR|F <
p Br p =

— " 1 T
Yolp =) (/ v" dx) + ﬂip,ﬂ |Br|" ( b™ dx) '
p Br p ,_y Y1 Br
0

plm(r—p)—r]

yirm yirm
X pm(r—p)—r
Br

G —p)— 1
=(e) (pm + T)FYO (/ " dl‘) + m(r p) r |BR|%
Br

IN
&

rm mr et

mrpy=r
X (/ b dgc) / vP d,
Br Br

where in (a) we have used Holder inequality with exponents r/p and r/(r — p), in (b) with p/(p — 1)
and p/y1; in (¢) we have applied the Young inequality (8.5), with e = v, 0 = p/(p —71). In (d) we
have used again Holder inequality with exponents m(r —p)/r > 1, since we are assuming m > r/(r —p),
and m(r — p)/[m(r — p) — r] and in (e) we have put

plm(r —p) — 7]

0<71=T<p.

To obtain the desired result it is sufficient take

O

Theorem 3.2 (Reverse Poincaré inequality) Let u be a weak solution to —Aj,u = buP~! on Bg,
with p > 1. Let b € L™(Bgr), for m > r/(r — p) and r > p defined in (3.2). Suppose that u €
Lot®=1(Bg). Then for any positive test function 1 > ¢ € C?(Bg) N C¢(Br) and any o > 0 the
following estimate holds true

[ 76

" 4P de < A(b) / w1 dg
Br



a0 = {2 (Y] e,

np+r mpr

2p (2P PSP\ mlrew—r — 1)\ moop e
T Py at@-1) |Bgl* b da 7
7 « « p Br

Ko, pr given in (3.5).

Remark 3.3 We underline that the requirement u &€ La+(p*1)(BR) will be dispensed later, without
further comment by using a Moser iteration technique.

Proof. We divide the proof in few steps.

e STEP 1. Energy estimates. Multiplying —A,u = buP~! by (u+ 8)* ¢P, 1 > ¢ € C*(Br) N C¢(Br),
a >0, 9 > 0 and integrating by parts on Bpg, we get

(3.6) a/ |Vul? (u+8)* 1¢P dz Sp/ |VuP~1 V| P~ (u + §)° dx+/ buP™! (u+ §)*¢P du.
Br Br B

R

Using (8.5) with o = p/(p — 1) to estimate the first term in the right hand side of (3.6), we obtain

at(p—1)

P ! —p  \|P AP a+(p—1) .p
[a—ﬁ(p—l)]<a+(p_1)) /BRW[(U+5) v )P ¢Pdr < BRb(u—HS) =) gp g

+

/ (u+ 6)+P=D|Ve|P dz.
Br

ep—l

Choosing € = «/p, we arrive at

g(wg)l))p/ V[(w+8) =5 Pgrde < / b(u+8)° P~V ¢P d
— .

(3.7) +

/ (u + 6+~ |V P da.
Br

e STEP 2. Sobolev inequality in WyP(Bg). We apply inequality (3.4) of Lemma 3.1 to v = (u +

at+(p—1)

§)" # ¢ € W, P(Bg), so that for any v > 0:

r

/ bu4 02tV ep de < (/ (u+ 6)let =I5 gr d:z:)
BR BR

Ko » o L
(3.8) +m,;i;.BRIT(/ bmd””) / (u+8)°+r=1 ¢ da,
ymir=p=r Br Br

at(p—1)

where K, ,, is given in (3.5). Since v = (u+9) » ¢ € Wy (BR), the Sobolev inequality (3.3)
reads

at(p—1)

([ Joro=sora)” < st [ vl 5 per o
Br Br

+8por-! / (u+ 6)2+tP=Y Vg dz.
Br

10



We combine the above Sobolev inequality with (3.8) to get

b(u+ 8+t D g dp < ysg;zpfl/ IV[(u+ 8) " F P ¢ dz

Br Br

ﬂSng_l/B (u+6)*TP=D |V de
R

}(m/ r pa ;ﬁ7f5:7 —
(3.9) 4ommer pal? < / b dx) / (u + 8)°+P=D g dg.,
Ay mr—p)—r Br Br

e STEP 3. Putting together (3.7) and (3.9) and recalling that ¢ < 1, we obtain

2 () s [ e
plaro-n) T,
p—1 Ko . =
< { syt Do 9ain Szl ([ o as) } [ g a,
(@7 f-ym(r—p)—r Bpr Br

Choosing
p P
7_<04+(p—1)) p2r Sp

and letting § — 0 we obtain the desired result. []

P da

Remark 3.4 If we take ¢ as in Lemma 2.8 we obtain

/ |V(ua+(p 1>)|p de < A(b )/ pot =1 da,
Br,

B,
with
mp+r
a+ (-1 PP 2p 2PpSP G
A(b) = 1+2 Kmr
) {[ " ( o (Ro— Rip ™
_ 1)\ "= p _dp Y Coey e

(3.10) x (CM)) © Wi Ry b da

p BRO

forallae>0, m>r/(r—p), and Ky, pr as in (3.5).

4 Local upper bounds

This section is devoted to the proof of quantitative local upper bounds for local nonnegative weak
solutions to —Apu = Au®, for any A > 0 and any s > 0. We also get quantitative local estimates
for solutions to the problem —A,u = b(z)uP~! with b € L™, eventually unbounded. We prove our
results for nonnegative solutions, but the careful reader can realize that almost the same proof holds
for nonnegative subsolutions, or for solutions with any sign.

4.1 Local upper bounds I. The upper Moser iteration

The first form of the upper bounds that we present in this section, is a consequence of energy estimates,
Caccioppoli inequalities and the “local” Sobolev inequality on balls.
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Theorem 4.1 (Local Upper Estimates) Let Q C R? and A > 0. Let u be a local nonnegative weak
solution to —Apu = Au® in Q withp >1,0<s <r—1andr as in (3.2). Then the following bound
holds true for any Br., C Br, C Q and for any ¢ >q:=[s— (p— D]y 7/(r—p)

(r—p)p

- —p
(41) ||u||OO,Roo S Ioo,q ][ Uq d.]? f u[s_(p_l)]+ dx
Bry BRreo

where p = r/{(r —p)g —r[s — (p — 1)]+} and the constant I 4 is depends on d,p,s,q,r, Ry, Reo, and
when s £ p— 1 does not depend on X\, see an explicit expression in formula (4.4) below.
Moreover, when 0 < s < p— 1, the above estimate takes the simplified form:

1
(4.2) lulloorr < Loog <][ i dx) ’
BRO

and holds for all ¢ > 0. The constant I, 4 is the same as above and is given in formula (4.4).

Remark on the result. Inequality (4.1) is a kind of reverse Holder inequality, indeed we can rewrite
it as:

s—(p—1 a(r—pp
(4.3) e P oo re < Cllull, gy -

This form makes clearer the fact that if there is a constant that makes true (4.3) for a ¢ > g, then
by Holder inequality, the same inequality holds true for all ¢’ > ¢, with the same constant. The same
applies to (4.1).

Remark on the constant. The proof below allow us to find an explicit expression of the constant:

I _ |Br,| 7t SEqPpP o Asor (Ro— R\
o |Br..| 71" (Ro—Rx)? | pq R
Ro — Roo p cpfl gp—1 r £ a=p=rls=G=DI+
14 + () S
(44) Ry 2 o P
with
2 ( : )
&= \(r—pag—I[s—(p-1lr
pq . « _ r(p—1)
) lf q > Sc - T 5
pg—r(p—1) P
cy = S\ Jotil
max <5) ! if 0<q<s ="zl
i=0,1 | 7\ Joti=1 ) q c—  p
(5) q— (p - 1)
o .:max{lpq—r(p—l)lr” ( p )p 1 }
' (portt " \p—-1) (p+1)rt!
and
A
(4.5) Ago=——REifs=p—1and Ayo=2"""""ifs£p—1.

; o
Moreover when 0 < ¢ < s} we require the additional condition

log LZ;U ] log LZ;D

log ]% log 1%

(4.6) jo = i.p. l

12



where i.p.[t] denotes the integer part of t € R.
Finally, we would like to remark that this latter condition (4.6) is not really essential: indeed, we can
obtain an explicit constant I 4 for a ¢ > g such that i.p. {(log =1 /(log %)} (log r(p D) /(log ),

simply by considering a ¢’ € (g, ¢) such that condition (4.6) holds so that the explicit constant is given
by I q; then by the remark after formula (4.3), we obtain the desired bound also for ¢ > ¢’ with the
same constant (Ioo ¢ = Io,q) as a consequence of Holder inequality.

Proof of Theorem 4.1. We are going to use the energy estimate (2.1) for any @ > —(p — 1), a # 0, to
prove L% — L*° local estimates via Moser iteration, keeping track all the constants. We divide the proof
in several steps.

e STEP 1. Let ¢ the function defined in Lemma 2.3. The local Sobolev inequality (3.1) on the ball Bg,
applied to g = ul*T@=DI/P together with the energy estimate (2.4), gives, using the properties of the
function ¢, established in Lemma 2.3,

/ ulet@=DI5 gy sp / V)P de / ue o= dy
Br, Br, R Br,
. P

Sp p(O‘Hp 1)) )\/ ut da

|af p Br,

1 oz+(p1)>p or-1 }/ -
+ =5+ uet P dg b

[R’f ( o (Ro = R1)? | [,

e STEP 2. Claccioppoli estimates and first iteration step. Now we need to split into two cases, namely
0<s<p—landp—-1<s<r-—1.

r
r

IN

(4.7)

IN

Superlinear case: p—1 < s <r —1. We continue estimate (4.7) as follows:

b

/ Yot =15 g " < glP a+(p—1) p>\+ 1 N a+(p-1))\"
Br, - P e P RY |af

op—1 [ uet®=D dz
x ] o / u®ts da
(Ro — Ry)? fBRO utts dz Br,

s—(p—1)

(48) S |Bg,| P (a+(p—1)> H (O
. <@ Sh— ot
MluliZE p | e p | B, |
1 a+(p—1)>p op-1 H/ N
+ | = + u®" dx
[sz < |al (Ro — R1)P | ) /g,
< S£|BR0| {[oz+(p1)]p2p1+d (R()Rl)p
=(b) s—(p—
(Ro — Ruyllul =1 &, o Ro

_ p _ pop—1
n (Ro Rl) n [+ (p—1)]P2 }/ uots Ao,
Ry |afP B,

In (a) we have used the convexity in the variable ¢ > 0 of the function N(t) = log ||ul|t. Hence, since the
incremental quotient is increasing (see for example [50] for more details), choosing a+ (p—1) > @ > 0,
we obtain

_ . a+s—(p a+s
N@+s—(p-1)-N@ _N@+s)-Na+@p-1) .l “a+sj e
o) = s—(p-1) lelle = o)

13



Then, using Holder inequality with exponents [@+s—(p—1)]/[s—(p—1)] > 1 and [@+s—(p—1)]/a > 1,
since we are assuming s > p — 1, we have

ats lalZfs =) m  IulE
Hu|a+g Ro a+s—(p—1),Ro a+s—(p—1),Ro H ||s (p—1)
@G- Jul Julz T
H ||a+p 1),Ro a,Ro a,Ro
e = lull3Z =1
> |Bp | Ften G(P” B *mzié(p ).Fo
2 |Bro| "0 |ull i, 1) gy | BRo| v Bl

In (b) we have used the Caccioppoli estimate (2.11) with Ry and 2Ry, that is

(r—1)
(49) M2~ (2 DR 1201 |Byp | _ pp=1op—1+d
' | Br,| (2Ro — Ro)” |Bry| Rg

Sublinear case: 0 < s <p—1. We first assume 0 < s < p—1, we discuss the case s = p—1 separately.
We continue estimate (4.7) as follows:

% +s
ot (-1))3 S (et Jp, v
m v dx < SPe A T
Br, || D fBRO uet®-1 dg
I Jat+(@-np 207! }/ at(p—1
+ =+ ut P dg
Ry afp (Ro = R1)? J [y,
Sp _ pop—1+d _ P
(Ro — R1)P |atf Ry

P —1
P BT [ g,
Ry afp B,

Indeed the properties of the function N (t) = log ||ul|} give

. o "y a+s—(p—1)
N@-N@+s—p-1) _Ne+p-1)-Nats) . [uledl _ vl
—1) - - —1)— a+(p 1) - @
1) 1) s a0 = Tl
Then, using Holder inequality, the following reverse Holder inequality
_(p=D-—s
-~ 2w dg
/ u® dz S . at(p—1)—s
Bry |BR0| «
and (4.9) give
a+s a+s—(p—1) (p—1)—s ) s s—(p—1
||U’Hais Ro H ullgy g (Z DR |BRr,| : anou vy < lpp_12p_1+d
a+ 1) 1)—s — — D
lallst = g, [ull§, g, Jul @D |Br,| A R

Notice that when s = p — 1, we obtain from (4.7) directly

r
T

1) Sp [a+(p— DA
ot (-11Z 4| < b {p Re— Ri)P
l/BR1 ' x] ~ (Ro—Ru)? o P (o =)

— P — 1)por—1
(4.11) + (RO Rl) + ot (p— VP2 }/ wtP= qg.
Ry afp B,
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e STEP 3. The first iteration step. Now we are ready to write the first iteration step for all s > 0. Let
B=a+(p—1)> o> 0 and recall that we are requiring 8 # (p — 1) as well, then inequalities (4.8),
(4.10) and (4.11) can be written as

/ W’ de| < 1(8,s,p, Rl,RO)/ W= (=Dl gy
BRI BRO

with
SP |Br,| B8P A Ry — R1\?
I Ri,R P 0 u
(/8; S, p, 111, 0) (RO _ Rl)p fBRO u[sf(pfl)h, dx { |ﬂ _ (p _ 1)| ( RO )
R0R1>” pp 2Pt }
4.12 + + )
(4.12) < 7 B Dp
and
(4.13) Ay = p/\fl Rbifs=p—1and Ay =2P""T4 if s £p— 1.
p

e STEP 4. The Moser iteration. Let us define the sequence of exponents 3,, > 0 so that
r r
5n+[5_(p_1)}+:/8n—15 = /Bn:ﬂn—lg_[s_(p_l)]ﬁ-

it turns out that, for any given Sy > 0 and all n > 1, by (8.4),

= () b0l E(5) = (5) | b0 ()
_ (;)n{ﬁo[s(p1>}+rfp}+[s<p1)]+rfp,

Moreover we have that for all s > 0,

8, (2;7)"%50— [8—(p—1)]+rfp, as n — —+oo.

Requiring that 8y > p[s — (p — 1)]+/(r — p), which will be assumed from now on, then implies that
Brn — 400 as n — +oo. We shall also require 3, # (p — 1) for any n.

We will explicitly choose a decreasing sequence of radii 0 < Ry, < ... < R, < R,—1 < ... < Ry in the
next step, in order to estimate the constants. The first iteration step reads:

J

where the constants I(5,, s,p, Ry, Rn—1) are as (4.12), that is

I — Sig |BR77.—1| ﬁﬁ As,n R,-1—R, P
! (Ru-1 = Ra)? [, ul=@ Dl dz {5 —(p— DI\ Ruo

Rn—l_Rn b Bng_l }
*( R, )+6n—<p—1>P’

RP | ifs=p—1 and AsmzAS:Zp_H'd ifs#p—1.

1
Bn—1
Bn

1 r
P
Brn-175,Rn-1

Bn
Pt ls= (=Dl da:] = 1" |u

(4.14)  u

1
/Bngan S I(ﬁn» S, P, Rna Rnfl)ﬁ"

Rp—1

with

Asn:

) pp—1
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Tterating (4.14), we get

1 r 1 r\n—1 1 1 n—j 1 n Bg
Hu”Bn : R, <..< I I:—ﬂln Il(p) Bn ,80, Bon HI P Bn ( B)O,B:)L,
with » ” .
>[s—(p—1 =—fo>q:=[s—(p—1 )
Bo>[s—(p )]+r— or ¢ pﬁo g=I[s—(p )]+r—p
Taking the limit as n — 400 we obtain
n r\?—i 1 n By ___(r—p)g
. . 5 e L r=pa—r— (=D
[ulloo,roe = lim_[[ullg, = R, < nlin;OHI](P) E Hu||( 5)0 me = Toollull gy

j=1

Notice that the last step follows because we shall see below that
ﬁ (5)
I;

has a limit I, as n — oo. As a consequence of the above estimate we obtain the boundedness of the
solution w so that the previous bound holds for any ¢ > [s — (p — 1))+ 7/(r — p), as stated.

n—j 1
Bn

e STEP 5. Estimating all the constants. Now it remains to estimate I,. We will prove later that

r pJj
(4.15) I; <1y (> .
p

Using such bound we show that

n pNn—F 1 nyn j
I. = lim HIJ(”) Pr = lim exp (T> — (2> log(1;)
L \r

IN
i._-
g B
o
M
ke}
/T\
~
3
|~
(1=
—
SIS
—
<.
o}
OS]
| — |
=
7N
3
"
S
| —
a

= exp B =0 = -1:p og(lo +rr_p og z%
| o223}

» BT - BT Bo(rfp)f[:f(zvfl)up
e C CR (T) TP Bor=p===Dlp I (r) TP
= 0 = = |1o-
p p

where we have used the identities (8.2) and (8.3). Now we have to prove (4.15) and so an explicit
estimate for Iy in order to finally obtain (4.4).

Estimating I;. To obtain (4.15) for any j we choose a decreasing sequence of radii 0 < Ry < ... <
Rj < Rj_l < ... < Ry such that

(Rj—1 — R;)" = (Ro — Roo)”

so that
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So

Sp B} |Br,| Asocp Ry — R \”
Cg (RO - Roo)p fBR U[S_(p_l)]Jr |6J - (p - 1)| Roo

ch (Ro— R \" gyt
+2 +
BJ‘ Roo |6j_(p_1)|p
A s “1td
ASOZFRO ifs=p—1and Ago=2" ifs#£p—1.

B; — (p—1)| 1Bo — (p— 1) » Y 1

recalling that

Notice that

and j J
e () fombeve e oo 2 <a Y v
Moreover B
B if -
Bj Bo—(p—1) L
7]§01 =
|Bj_(p_1)‘ 5]’ i
max Ot if 0<pBy<p—1.

1=0,1 |6.j0+i - (p - 1)|7
As a matter of fact, when By > p — 1, we have

B; - Bo
1Bi—@—-1] = Bo—(p—1)

since the one-variable real function
t ot
t—(@-1] t—(p—1)

The case 0 < By < p — 1 deserves a further explanation. We define j, to be the greatest integer for
which 3, < p —1, so that 8;,41 > p — 1, that is

is decreasing for t > [y > p — 1.

0

log %

log 21
Bj, <p—1<pBj,+1 if and only if jo =1.p.

and we shall take 8y € (0,p — 1) such that

log 221 log 221
(4.16) & o Fip. [gﬂ(’]

Summing up, when we consider 0 < 8y < p — 1, we have to be careful to choose it so that 8; #p —1
for all j which amounts (4.16), then we can assure that 8;, <p —1 < 5,41 and we can estimate

Bj - Bjo+i . '(;)joﬂ' Bo .
(5)"" - - 1)

T2 gy = ax max
1B —(p—1)] ~ =01 |Bjp4i —(p—1)| =01

17



Hence, we can go on estimating I;, we get

< 5 55 |BR0| B;
T (Bo—Reo)P [y, ol 85— (p— 1)

x § fso (R°‘R°°)p+(RO—Roo>p|/3j—<p—1>|+< 5 )2
i\ R Rec g G-0-1) &

e Bl [ (Rom R (R R} A7y

(Ro — Ro )P fBR uls==Dl+ | By R R 2 Z ;

Jp
<)
p

Estimate (4.15) is now proved.

After some simple calculations, the proof is concluded by letting 8y = pg/r. [

4.2 Local upper bounds II. The case of unbounded coefficients.

In this section we establish upper bounds for nonnegative solution to —A,u = b(z)uP~! on Bg with
b € L™(Bg) eventually unbounded. These estimates follow from the energy estimates together with
the Reverse Poincaré inequalities, which are consequence of Sobolev inequality on balls, see Section 3.

Theorem 4.2 (The Moser iteration) Let u be a nonnegative weak (sub)solution to —A,u = buP~?
on Bg, with b € L™(Bg), m > r/(r —p) and r > p as in (3.2). Then the following bound holds true
forany R < Ry < Randqg>p—1

Too,q (b)
(4.17) [ulloo,roe < ot |ullg, o>
(RO — Roo) a(r=p)
with constant
. mr?(p—1) mr(p—1) (r+p)
Ioo,q(b) = (Sp q7:zf(pp)1)r)m ( p ) armpmtrm = (T> 2=l (r=p) =]
r—p p

P pp 2m7~+(7(np+1)')(p71) c nw‘)
q m(r—p)—r q m(r—p)—r
3 ( > rm(p— + Km’Pﬂ" rm(p— ( )
q— (p - 1) qm(r(fpp)lf)r pnz(r(f)p)ljr q— (p - 1)

m RO - ROO b 1 o)
X (RO - Roo)p |BR0| Hme(Rg ) + ( R ) ( 1) mr(p—1) 1

X

(o'e] m(r—p)—r

and K, pr as in (3.5).

Remark 4.3 Notice that in the case of bounded coefficients, i. e. b € L>°(Bpg), we can pass to the limit
as m — oo in the above expression I 4 (b) to get
r2(p—1) r2(p=1)(r+p)

r(p— 1) =D q(r—p)2 r q(r—p)3
i - (36 () ()

r+p(p—1) _r
x 3( a )” P +T—p<p)&2+7”pl( g )
¢— (-1 S5 v \r p \a—(p—1)

RO o Roo p 1 (r—p)
X (RO - ) |BR0| Hb”oo JRo < R ) ( r(pl)‘| :
D —

o) ) r—p
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Proof. We divide the proof in two steps.

e STEP 1. Sobolev and Reverse Poincaré inequalities. We start considering the radii Roo < p1 < po < Ro
and we use (3.1) on the ball B, with g = ul**®=DI/? for some a > 0, to get

/

To estimate the first term in the right hand side of the previous inequality we use Theorem 3.2 (see
Remark 3.4), we get

P
a+(p—1 " 1
(4.18) [/ T “dx] <5y {A<b>+4 / u e gy
B P1lJB

P1 PO

b

uaﬂp 1)rd <SP / |V(ua+(571))|pdx+ip/ wt @D gz | .
B P1JB,,

Pl PL

with A(b) as in (3.10) and K, p, in (3.5).
Notice that

o+ (p— V)70 + -1\ P 9 MR
o e o _ e
A() < 3 < P ) et K T —
(po = p1)? a [a+ (p— 1)]7opr prC—n=r
o _|_ p— 1 7n('r7f;)—r 2 #
(DT o R F I
Hence, we get, since a > 0,
1 SP o + (p— 1)]|7F02mr 1)\? P
o BN _
s? {A(b)—&—p} < TP 3<a+(p )> CA—
Py (po — p1)? el [+ (p— 1)t
217L'r‘+(';np+'r)’)(p71) + ( 1) T mr)
m(r—p)—r « p— m(r—p)—r P oy e el T’;m’ —
o e — (HEE T (R Rt B BT

pm,(rfp)fr

Ry — R \” 1
+ R =D
(o'e] (p — 1) m(r—p)—r

e STEP 2. The Moser iteration. We now fix 8o = a+ (p — 1) > p — 1 and we define the sequence

b=t = (;) 8o

and that of radii Reo = poo < oo < P < Pr—1 < ... < pg = Rp such that

mr(p—1)n

(4.19) (Pn—1—pn)’ = Cg (Ro — Rx)? (g) e

with

oo mr(p—1k_ ] 71
Z ( ) plm(r=p)—7]
C3 =

k=1
so that -
> (pr—1 = pr) = (R — Reo).
k=1

Moreover, recalling (8.2), we get the following estimate for cs

T P LT

r \ pimir=—p)—m r plm(r—p)—r r—p)\rmt-r-r

(4.20) o3 = ( —1>(f-1 - .
p p p
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With these choices inequality (4.18), in which a+ (p — 1) is replaced by 5,-1 > p—1 and p1, po by pn,
Pn—1 respectively, reads

/

mr+(mp+r)(p—1)

P —1)

T Spﬁm“ P> T B p PP 2" m(r—p)—r
Bn n—1
‘ dx‘| = ’ (ﬂn 1 ( — 1)) - Km,p,r T

(p—1)
(pn_l - pn)p n:rz:fp)—r pm(T*P)*T

Pn
n—1

/Bn—l m(rTi;)fr » » %
-, -~ — B p m(r—p)—r
- (5n1 —(p—1) (Ro = Roo)” |Bro!™ [0l 5,

Ry — Roo P 1
i ( : > oD } / uPrrde = I, / uPn1 da.
ROO (p - 1) mr—p)—r B By, 4

Pn—1

Letting Y;, := ||u||3,,p,., we have obtained

P n—lL 1
Vo < I [l o = 1) Yy = 199 Vi,

where we have set ¢ = 1/ and 8 = p/r € (0,1). We shall prove that I,,_; < C"~! I, for some C > 0,
in order to apply Lemma 8.5. Indeed

ey mrip— mr4+(mp+r —
L < Sh By ( » )m(rmml)r 3( Bo )p PP +2%
7 (B Re)r \r-p Bo--1)) T
B\ i
X K p,r (50(191) (Ro = Roo)” [Bro ™ bl

Ro— R\ 1 P\ B [\ ey (D) o
+ R mr(p—1) - - = I() C s
0o (p _ 1) mr—p) =7 p p

where we have used (4.19), (4.20), the definition of 5,,—1 and the following facts

anl ﬁo _ i
1) B po1 TPl g TS

So by Lemma 8.5 with the above choices of o, 0, Iy and C, we get

o __ e’}
Yo <177 CTR Yy whichis [[ulloee < Zoo() ulls0.r0

with
o - s (2 )T:Jz:m (Y
(Ro — Ro? \r—p B (1))
PR = Bo G G
Ko (=)™ (o R B 1T

pm(rfp)fr

= mr2(p—1) (r+p)
+ (Ro — Roo)p 1 Polr=n) (r) Bolm(r—p)—r](r—p)2
mr(p—1) - .
foo ) (p— )Tt p

The proof is concluded once we let g =¢q > p—1. []

Theorem 4.4 (Extending Local Upper Bounds) Letu be a nonnegative weak solution to —Apu =
buP~ on Br, withp>1,b € L™(Bg), m >r/(r—p) andr > p as in (3.2). Then the following bound
holds for any Re < Ry < R and for any qo > 0
A‘(ll) o mr_ g ot
(2) L AB)|p||FT—p—7 | @
il < G s (A + AR, il
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the constants A((Zf,), fori =1,2,3 depend on d,p,s,q,r, Ry, R, see an explicit expression in formulas
(4.21) below.

Remark on the constant. The proof below allow us to find an explicit expression of the constant:

(4.21)
(p—1) ﬁ . m:?(l}*”) ] WLT2(12>*1)(T+IJ)
mr(p— qo(r—p qo (r=p)[m(r—p)—r 7\ 20((r—p)[m(r—p)—r]
1) ._ mir—p) -7 p :
AEZO) = (S;,’ 9 ) < > ( > if gg>p—1

r—=p p
z e <W2(>pfflz(r+?) ]
mr(p—1) \ qq(r—p) p fotrTp)imir=p)mr 7\ 90(r=p)2[m(r—p)—r
A(l) = 3 (Sp + —1 nl(rfp)fr) —
P P g0+ (p —1)] R »
pr
r 90 (r—p) p-1 2pr
) ((m(fp)) 2w THen if0<g<p—1
b 4 Ry — Rso \” 1
A®) =3 1 > p7 +< 0 oo) — if gg>p—1
QO q0 — (p - 1) 0m<r(*pp)lf)r ROO (p - 1) m(T?p)ljr
4 . <QO+(P—1)>p P’
@ mr(p—1)
4o [QO + (p — 1)] m(r—p)—r
Ry — R \? 1 .
+< OR °°) oD if 0<go<p-—1
o] (p — 1)7n(r—p)—r
and
mrt(nptn) (=) S
. m(r—p)—r CIO m(r—p)—r ya .
A((]i) = Km,p,?" o (p—1) > (RO — Roo)p |BR0 I3 if qgo > p— 1
pmir—m-r qo — (p - 1)
m7-+(7<np+7>')(p71) n ( 1) . mr)
m(r—p)—r qo D — m(r—p)—r » )
Aéi) = Km,p,'r mr(p—1) < ) (RO — Roo)p‘BR(Jf if 0< qo0 < p— ]_’
pmC—p)=r q0

with K, , , as in (3.5).
Proof. The statement of the theorem, in the case gg > p — 1, easy follows from Theorem 4.2. When
0 < go < p—1 we have to apply Lemma 8.7. By Theorem 4.2 (with ¢ = g9+ (p — 1) > p — 1), we have

IOOJIoJr(pfl) (b)
(R — Roo) @G 0IG=5)

U)o, Ros < Hu”quP*l)vRo

and hence we arrive at the desired result using Lemma 8.7 with § = o0, ¢ = o + (p — 1), K =
Iso,qo+(p—1)(b) and v = pr/{[go + (p = D](r = p)}. O

The above theorem has the following important consequence, when applied to the equation —A,u =
Au®.

Theorem 4.5 (Local Upper Bounds, second form) Let u be a nonnegative weak solution to
—Apu = Au® on Br, withp >1X>0,s>p—1andr > p asin (3.2). If u € L"™(Bg,), with
m>r[s— (p—1)]/(r —p), then the following bound holds for any R. < Ro < R and for any qo > 0

AW ) . _ mrls=(o=D] 7 590=p)
[ulloo,Roe < & Rq‘“) — AL 4 A AT T (|| T P ]l g0. R0
0 — Lieg) 90T TP

where Agi), Agi) and Agg) are as in Theorem 4.4.
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Proof. Since u is a solution to —A,u = Au® on Bpg, then u is also a solution to —A,u = buP~! on Bg
with b = Au*~ (=1, Therefore we need to assume u*~(P~1) € L™(Bpg), with m > r/(r — p) that it is
equivalent to require u € L™(Bg), with m = m[s — (p — 1)] > r[s — (p — 1)]/(r — p). So that

(s —(p—1)]
F(r—p)—rls—(p—D]
m,Ro

o

m,R()

___mr_ m(r—rp)—r o
m(r=p)—r _ /\m/ um[s—(p—l)] da — AT —r==D] ”u‘

Hence the result follows from Theorem 4.4. [

5 Local lower bounds via Moser iteration

In this section we prove quantitative local lower bounds for nonnegative weak solutions to —Apu = Au®.
The strategy to prove the lower bounds is classical, and combines a lower Moser iteration with some
reverse Holder inequalities obtained via a John-Nirenberg type Lemma. Since we are interested keeping
track of all (the relevant) constants, we need a quantitative version of a John-Nirenberg type Lemma
to obtain quantitative reverse Holder inequalities; this has been done in [4] and the proofs of [4] also
adapt to the current setting with minor modifications that we give in Appendix 8.1.

We first show how the lower Moser iteration proves quantitative local lower bounds in a general form,
that hold in the whole range 0 < s < r — 1. In the next subsection, we will improve the results in a
smaller range, namely p—1 < s<s:=r(p—1)/p.

Theorem 5.1 (Local Lower Estimates) Let Q C RY. Let u be a nonnegative local weak solution to
“Apu =M inQ, withp>1, A>0and0<s<s.=r—1,r asin (3.2). Then for any ¢ > 0, for
any

2 _(d=1)(p=1)
(-2
0<qg< =
= puZdle(d—1)+e D
and for any Br., C Br, C 2 the following bound holds
Ullg,R
inf  w(z) = |l —core > I-oog Il -
TEBR - |BRU|£
where
ﬁ R
(5.1) Ty = | Fo=floc)Boo | ! o { : V ]3
Tt R;“:—;") SE[2p-1RE, + (Ry — Roo)?] 277 24(ed + €) \/wa

Proof. The proof is divided in two steps.

e STEP 1. In this step we want to prove L™9 — L™ local estimates via Moser iteration. Consider
a < —(p—1), choosing ¢ as in Lemma 2.3 in the estimate (2.3), we obtain

atp=1 2p_1|a+(p—1)|p/ _
Vifu+6) » [|Pdz < w4+ 0)tP 1 dg.
L&|K | Ty gy, )

Applying now the Sobolev inequality (3.1) on the ball Bg,, one gets

P -

a+p—1 v atp—1 1
/ (u + 0) 57" da sg/ V[ +6)= ]|de+—p/ (w521 da
BRI BRI Rl BRI

IN

2ot (p— D 1}/ .
+ = u+0)vtPldg
Pl laP(Ro— R1)? Ry BRO( )
or—1 1 /
T u+6)*tr1 dz,
PL(Ro — R1)P sz] BRO( )
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since |a + (p — 1)|/]a| < 1 for any oo < —(p — 1). Let for a given vy < 0,

r r\"
Tn = ~Vn—-1=| = Yo-
p p

Notice that 7, — —oco monotonically. The above inequality, with o = «,, and 7,1 = a,, + (p — 1)

reads
9p—1 1\
> oo~ 2
v = |5 (e )

1
= 17“7”71 Hu + 5||'Yn717Rn71

1

l/ (u+08)rm—1 dx} )
BRn—l

|lu+ 0

The iteration is simple now, and gives

1 1 n Al
(5:2) lw+0lly, = In"" 1177”12 I Nt Ol mo = [T 17 I+ 1l o,

n —
j=1

where we have chosen 0 < Ry, < ... < R, < R,_1 < ... < Ry such that

Ry — R

Z j—1 — RO - Roo and Rj—l — Rj = 2j

9p—1 9pj 1 Sp Ro — R P ) )
=S | 4 | <2 fopl g (20T} | opi —; [ 2P
T ((Ro—Roo)p+R§> ~ (Ro— Roo)? { +< Roo ’

and

H(Io 2P) -1 = exp

Il
o)
]
o]
-l e e, e,
I
.
)
<. (E]
S
<.
i M:
—

T /~
k]
N—— N

+
3|
3
5}
0]
N
<
/
I3
N——
<

= o Em B w8 B ) g ma(s)’
TL*)OO
Using (8.2) and (8.3), we get
n 1 _r rp "
HIOZPJ w, 1 — 170" ngo et = ([p27P)70 =),
iy n— 0o

We can now take the limit in (5.2) to get for any v < 0

n
o1
[+ 6l -oo,pee = lim [ju+ 6], R, > Tim H1(IO 2P7) %=1 lu + 8|40, ro
i

Sp Ro — R \?] _or ) 00—
5.3 D S P L A 5
( ) { (RO - Roo)p |: + < R ) :| } Hu + ||'YO7R0

<0

e STEP 2. Reverse Holder inequalities. Joining inequality (5.3) and (8.1) and letting v = —¢, for any

( _ 1)2 2(d71)(p71>
0< .
1= 7 dle(d—1) +4]
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we obtain

lu+d

_ P P
lu+ 6l som > (Bo = Roo)" R,

T | SE2e R 4 (Ry — Roo)?)275 Ry T bd(e“ ?) i

Q7R0

1
|BR0‘2

Q]
[E—
(SIS}

To conclude the proof it is sufficient let § — 0F. ]

5.1 Reverse Holder inequalities and additional local lower bounds

In this section we will prove first a more precise quantitative reverse Holder inequality, that holds in
the smaller range of exponents s > p — 1. We have in mind to join local upper and lower estimates to
get a clean form of Harnack inequality (see next section). The difficulty here is that the lower bound
of the previos section has the form of reverse smoothing effect from L? to L~°° for a suitable explicit
q, which can be very small, sometimes too small: we need to reach higher values of ¢, namely above
r[s— (p—1)]/(r — p) and this will be possible through a reverse Holder inequality, that holds only when
p—1<s<r(p—1)/p= sk Under no further assumptions on the solution at hand, it is impossible -to
our knowledge- to extend this reverse Holder inequality to higher values of s in a quantitative way.

Proposition 5.2 (Reverse Hoélder inequalities) Let Q C R? and let A\ > 0. Let u be a nonnegative
local weak solution to —Apu = Au® in Q, withp—1<s<r(p—1)/p=si. Let B C Br, C Q. Then

(5 4) HUHER < Iﬁq Hu”qo,Ro
' 1 = 0 o
|BR 7 |BR |<Zo
for any qo € (0,7, with
-1 ___re=1 _ .
r—p P ¢’
(5.5) Ly =4SP R + Ry —R\"\ 7" Rg(r?)wg_; "R\
' e U e - 1) - pgr R Ro-R R
if pg/r < qo < q and
pa—raq 2r—1 pr gP R p (Tr(—ﬁz?)qq%)a
Ia g = 3.20-pa { SP _ +1
’° PLr(e=1) —pgl? \Ro - R
N :
e @
(5.6) Arp (g do) g™ N
(r=p)qq RS g’

if 0 < qo < pq/r.
Remark 5.3 We note that the interval in which q can vary is not empty, since we are assuming s < Sj.

Proof. Let —(p—1) < a < 0. Consider the energy estimate (2.5). It implies, using ¢ as in Lemma 2.3,
with R < Ry

~1
/ |V(ua+(§7l) )P da < 2" latp_LP / u TP dg,
- [ (Ro — Boo)? /sy,
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Applying now Sobolev inequality (3.1) with g = ulot(@=DI/P on the ball Br., we arrive at

P
at(p—1) " at(p—1) 1
r a+(p—1
[/B u-r dx} sy [/B IV > )PP de+ Rgo/B uot = dx]
Roo Reo Roo

2 ot (-1 1 +p—1)
— @ dzx.
{ afP (Ro — Roo)? T RE /BRW B ‘

IN

< S

Sk

Letting0 < a4+ (p—1) = <p—1, we get

- 5 p—1 gp _ P 7
(57) / ’U/ﬁ; dil' S Sp . |: 2 B + <RO Roo) :| / ’U,B dil? .
Br.. (Ro— Rso)? LIB—(p—1)JP Roo Bro.
Let g = r3/p, then

T[S—(p—l)]<6<f(p_1) mply pls—(p—1)]
T—p p r=

S s
e

@l

<p<p-—1.

We note that the interval in which § can vary is compatible with the request 0 < 8 < p — 1 and it
is not empty since we are assuming p — 1 < s < s*. With this choice, from (5.7) we get, for any

RooSp<RSR07
- <{Sp[ 21 pp g +(RO—ROO>'3HP’% ull 24,7
PP Lr(p = 1) — pgl R (R—p)a

Let ¢ = pq/r < g. We consider separately the case q < qo < ¢ and the case 0 < go < ¢ <q. In the first
case we can use Holder inequality in (5.8), to obtain

(5-8) [Ju

Qlly

1

T 1_
9p—1 ,p 5P _ PIVP | Rew? " .
lullz, < {Sf,’[ L — (RO ROO) }} Ld 1B, | M7
[T‘(p— 1) _pq]p R (R_p) pr ‘BR|%

which is (5.4) when ¢ < go < @, once we let R = Ry and p = Ry = R. On the other hand, when
0 < qo < ¢ <, we can use inequality (5.8) rewritten as

p—1 p &p _ Py pq b
lullg,p < {SE { 2P= pPyg — (Ro Roo) }} ||UH;q,R _. K lulleq s
’ [r(p—1) — pal? Ry (R - p) (R—p)s 70

so that Lemma 8.7 applied with v = 7/ and ¢ = ¢ = pq/r gives that for all 0 < g9 < ¢ <7

r(@—ag)
pT—raq 2p71pp 7° Roo p q0a(r—p)
ullgr., < 3-2900-P) {Sp { —- +1
H ”q p [T(p _ 1) _pq][) RO — ROO

alls

. pr(@a—agp) % %
y (‘““p(q—qo)) o _Beed s [l
= rp(T—qq) oo L2
qqo(r —p) Riﬁ’;o‘éri‘% wf | BR, |

therefore the statement follows putting Rec = R. []

As a consequence of the above proposition we can improve the local lower bounds of Theorem 5.1 in
this good supercritical range.

Theorem 5.4 (Local Lower Estimates) Let Q C RY and let A\ > 0. Let u be a nonnegative local
weak solution to —Ayu = M’ in Q, withp —1 < s < st =r(p—1)/p, r as in (3.2). Then for any
Br., C B C Br, C Q, the following bound holds

I_ ull= —(p—1
inf u(e) = fu o p, > g WWaR oy T DL g 7
#€BRe I3q |Bg|a r—p P
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where q € (0,q0 A q] with
T

5.9 =
(5.9) % pwid?e

)

I ooq asin (5.1) and I 4 as in (5.5)-(5.6) with qo = q there.

Proof. 1t is suffices combine the local lower bound proved in Theorem 5.1, with € = e and the reverse
Hélder inequality of Proposition 5.2 with go = ¢ and 0 < Roe < R < Ry. []

6 Harnack inequalities

In this section we combine the upper bounds of Section 4 with the lower bounds of Section 5 to obtain
various form of Harnack inequalities. The general form, valid in the whole range of exponents, is given
in Theorem 6.1. As far as we know, the Harnack inequality that we derive for s > p — 1 is not stated
explicitly in the literature. Unfortunately, the constant of the general Harnack inequality of Theorem
6.1 depends on u through a quotient of LY norms. Such quotient simplifies to a constant in some
cases and gives clean versions of the Harnack inequality (i.e. the constant does not depend on w); this
happens in the subcritical range, i.e. when 0 < s < p — 1, c¢f. Theorem 6.2, or in the supercritical
range p — 1 < s < s, cf. Theorem 6.3. In the range s} < s < r — 1, we are not able to prove such
clean forms of Harnack inequalities, and we conjecture that the dependence on some L¢ norm of the
solution can not be avoided, as already mentioned in the introduction. The fact that the “constant”
involved has to depend on u when s% < s < r — 1 is confirmed by the results of [6, 7, 9, 8, 26, 27|, [26]
applied to separation of variable solutions of parabolic problems, see also [27]. This is also related to
the fact that, in the range s < s < r — 1, there may exist (very weak, when p = 2) singular solutions,
cf. [24, 40, 42, 43, 44, 45].

When s < p* —1, in the case r = p*, so p < d, bounded weak solutions are known to be C1:% | see [25],
and the C1® modulus of continuity depends on the local L*>-norm of the solution or on the constant
in the Harnack inequality. Therefore having absolute bounds (independent of u) for the solution or
for the Harnack constant, allow to have absolute bounds for the C*® modulus of continuity. What we
show here, is that the C1** modulus of continuity is independent on the solution when s < s* < p* — 1,
while it depends on (some L%-norms of) the solution when s} < s < p* — 1. If one wants to have a
C1 modulus of continuity independent on u also when s > s%, one has to add some extra hypothesis
on the solution, and this will be done in the next section, for the special class of stable solutions.

Theorem 6.1 (Harnack inequality for 0 < s < s.) Let Q C R%. Let u be a nonnegative local weak
solution to —Apu = M’ in Q, withp > 1, A >0,0<s<s.=r—1, r asin (3.2). Then for any
R < Ry and € > 0, we assume

(p-172" [s— (- 1)]

p—1)» ? — rs=—p=1+
0<g<qo:= > —.
4= pwidle(d—1) +¢] ¢ r—p

Moreover, if 0 < g < s =r(p—1)/p we also assume

. log 7“(11—1) log r([i—l)
i.p. [ ap + w»_

log % log %

Then the following bound holds true
(6.1) sup u(z) < Hgu] inf wu(x)

TEBR T€BRy
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where Hs[u] depends on u through some local norms as follows

HS[U] = HS[U](dap7 T, R07R00357ga 6)

][ u? dx
I3z Br,
Loo,g
][ ud dx
BRO

with I q as in (4.4) and I 4 as in (5.1).

[s=(=D1y 7 Topa—rls— =D

(ﬁ% dx> "

][ uls— =Dl gy
BRoo

Q|

I =

Proof. The local upper estimates of Theorems 4.1, give for any Br, C Bgr, C {2,

T

[s=(=Dl4 7 T=p)a—rls—(-Dl

(7[ ud da:)
B —
(6.2) sup  u(x) = [|u]loo, o < Ioog = 7“u”q’i°7
©€BR,, ][ wls— =D+ 4z |Bro |7
BRoo

for any § > r[s — (p — 1)]+/(r — p), Isog given by (4.4) and when 0 < § < s} we require the additional
condition (4.6). Moreover Theorem 5.1 states that, for any € > 0,

1
Bpg |2
(6.3) ) 2
TEBR Ifoo,g Hu”ngO
I_,4 given by (5.1) and
g ( 1)g 2%
0<g< - - qo-

pwidle(d—1) +¢]
Combining (6.2) and (6.3) we obtain the desired result. []

Theorem 6.2 (Harnack inequality, 0 < s <p—1) Let Q C R? and let A > 0. Let u be a nonnega-
tive local weak solution to —Apu = Au® in Q, with 0 < s <p—1. Then, for any R < Ry the following
bound holds true
sup u(z) <H, inf wu(x)
TEBR ZEBRo

where

2
a0

29 @=De-1 [ \T0"p
U <’I“> qgff:p) 2d |:(p - 1)p 1 2 ! (5) ' + epwg d:| wd

(p— )51 =5 (;) T _e(d-1)pwid
L (r1)+ oty 2 _r
Roo\? 20 (r—p) , a0 pr P G
X i SRR (R - R e )T

d+p) ——— 27
Rf)o v 0(r=) (RO — Roo) 40(7‘£p)

Asor <Ro - Rm)” (Ro — Roo)” R e
’ + co +
Pqo R Ry ch
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with )
de(d—1
P no—2< log ( ;;;il:((d—l)zp—l)
qo=(*) (p—1), ng= L . +-| +1,

log ? p

1<<T)p 01:77'; @:max{pqo—r(p_l)“p ( p );D 1 }
o~ \(r—=pa/) ’ rv —pv (Pgo)rtt T \p—1) (p+1)r+!

and

A
pp~1

ASO:

, Ry ifs=p-—1 and Ago=20"11 ifs4£p—1.

Proof. The goal of the proof is to simplify the quotient of L%-norms in the expression of the constant
Hs[u] of the Harnack inequality (6.1). Since we are dealing with the range 0 < s < p—1, we can choose
any g > 0, hence we can let

(d=1)(p—1)

o) = (p—1)r2" 7
- pwidle(d—1) +¢]

log 72—1) log 72—1)
with i.p. BT #* ST .

log % log %

In fact, we shall arrive, with a suitable choice of the parameter ¢, at a value of gy smaller than r(p—1)/p,
so that the request log % / log:; not be integer is necessary. The last condition means qo(c) #
(p/r)"L(p — 1) for all n € N and this is possible since we can always choose &

1o d=De=1)

2 1

_1 Z- 2 » no*; T, —%

O0<e= (p )prd (;) —e(d—1) sothat ¢p= (g) ’ (p—1),
d

where ng is the first integer n such that e(n) > 0, which is

pw?i de(d—1)

log 21, 00D
— P P
ng = (=1 2 TR Y
log = p
P
The constants become in this case
J— o |Br,| 7"+ SP qp pP c1 {Asyor (RORoo>p
007 - 007 -
! 0 |Br..,| 77 (Ro—Rx)? | Pqo R

Ry — R \" F o1 /oy 12\ Hew
() ] ()
where A, o is given by (4.5),

1<( r )p CQZmaX{Ipqo—r(p—l)lr” ( P )" 1 }
g~ \ao(r—p)/) "’ (pg)tt  \p—-1) (p+1)r+!

and since qo < 7(p—1)/p

Joti—1 i+%
r r 1
D L

= Inax =
Jo+i—1 i=0,1 i+t i 1
(,%) qO—(p—l)‘ ' (g) S D

c1 = max
i=0,1

since

log rp—1) log 2L 1
Jjo = 1i.p. 7%’“” =1i.p. 1+7q7fj i.p[nnglp}noJrl.
P

log ;



Moreover

G
Ro — Roo)Reo I P =)
Ing=Tg = (0% { S22 RE, + (o — Roc)?)275 ) 777
R,
_ e n 7% a0
(p— )51 =5 (5> T e(d—1)puid
X

2y @-DG-1 no—3
2 [(p—1)rt2 7 (%) Jrepw;d} Vwa
Hence we get the expression of Hy = Ing qo/1—o0,q, as in (6.4). []

Unfortunately, when s > p — 1 we can not join the upper and the lower bound so easily, we need a
further iteration.

Theorem 6.3 (Harnack Inequalities when p — 1 < s < s*) Let Q C R%. Let u be a nonnegative
local weak solution to —Apu = Au® in Q, withp > 1, A\ >0 andp—1<s <s;=r(p—1)/p. Then for
any 0 < Ry < R < Ry there exists an explicit constant Hs > 0 such that

(6.5) sup u(z) <Hs inf wu(x)
QL'EBROC xEBROO

where Hs does not depend on u, and is given by
q(r—p)
Iy \ TP e
(6.6) Hs =Iojg S
—o0,q

with g € (0,90 A, g0 and I 4 are given in (5.9) and (5.1) respectively, Iz, in (5.5) and (5.6) and

I 7 in (4.4); moreovere, since § < s, we require the additional condition (4.6).

Proof. Let Br, C Bg C Bg, C (, then by Theorem 5.4 we have

[|lu 7R < Iﬁ,g

6.7 n
( ) ‘BR|% - I—Ooyg "I)EBROQ

u(z),

with 7[s — (p—1)]/(r —p) <g<r(p—1)/p, ¢ € (0,90 A, qo as in (5.9), I 4 as in (5.5) and (5.6) and
I oo asin (5.1). Moreover Theorem 4.1, applied with Ry = R, gives

[s—(p—1)] [ =T e )|

7.R

lullg.z [ 1l |Br..|
sup u(@) = [[ulloo, e < oog—— e (-
2eBa. 00,Reo 00,9 ‘B}’zﬁ |BR|[ (2 D) fBRoo wls=@=D] dz

lullgr (lulgr 1 S
Ioo,ﬁ %1 Q;l - )
‘BR|E |BR|€ lnf.’tEBRm u(x)

for any § > r[s — (p — 1)]/(r — p) and I 7 as in (4.4). Therefore, using twice the lower bound (6.7) in
the previous inequality, we conclude the proof of the theorem. []

7 Local absolute bounds

The interest of having absolute upper bounds for solutions of nonlinear elliptic equations is related
to several aspects of the theory of such equations. If we have at our disposal at local absolute upper
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bounds, then the constant in the general Harnack inequality of Theorem 6.1 can be independent of u
and also the C**® modulus of continuity will be independent of u, as already discussed at the beginning
of Section 6. The absolute estimates that we present here have a local nature, which means that they are
independent of the boundary conditions, which can be of Dirichlet, Neumann, Robin, or also “large” ,
i.e. u = +o00 on the boundary. Such absolute bounds have many more applications, for example, they
may imply Liouville-type Theorems on R? [32, 52], or they imply existence of large solutions, and the
fact that the constant is explicit is really useful although not always indispensable. For the homogeneous
Dirichlet problem for semilinear equations (namely for p = 2) , absolute upper bounds, sometimes called
universal bounds, have been proved by many authors, [11, 23, 31, 32, 46, 52], but in that papers the
constant was not quantitative, and to our knowledge it can not be made quantitative with the proofs
presented there. An effort to provide quantitative global absolute bounds for this Dirichlet problem has
been done in [5].

In this section we first prove absolute upper and lower bounds for weak solutions, in the range p—1 <
s < sk and 0 < s < p — 1 respectively. Next we want to obtain quantitative absolute upper bounds
for s > s¥, which are known to be false in the whole class of weak (or very weak when p = 2)
solutions, in view of the existence of singular solutions, as already mentioned in the Introduction, cf.
[24, 40, 42, 43, 44, 45]; therefore we have to pass to a special class of solutions, the so-called stable
solutions [13, 14, 16, 22, 28, 29|, for which we can bound absolutely from above the L™-norm of the
solution, for 7 sufficiently large, and we combine such bounds with the upper bounds of type II of
Theorem 4.5 to get our quantitative absolute upper bounds for stable solutions. We can cover the
whole range of s > 0 only for small spatial dimensions, namely d < %; for larger dimensions, it
appears a new exponent r — 1 < sj5, < 0o, the so-called Joseph-Lundgren exponent, and the absolute
bounds holds only until that exponent.

7.1 Local absolute bounds for s < s

In this section we will prove local absolute lower bounds when 0 < s < p — 1 and a local absolute
upper bounds when p—1 < s < s as a consequence of the Harnack inequalities of the previous section
together with the Caccioppoli estimate (2.11).

Theorem 7.1 (Local absolute bounds) Let Q C RY. Let u be a nonnegative local weak solution to
—Apu = Au® in Q, withp > 1, A >0 and 0 < s < s7 = r(p—1)/p, v as in (3.2). Then for any
0 < Ry < R < Ry there exists a constant Hs that does not depend on u, such that

( ppfl opr—1 Rg

< _—
sup u(x) < Hg N(Ro— )7 A

r€BR

with Hs given by (6.6), and, if u# 0 on Bp,

=D
) if p—1<s<s;

1
(p—1)—s
inf w(z) > H;* > if 0<s<p-—1,

r€EBR

with Hs given by (6.4).

A(Ry — R)? R?
pp—12p-1 Rg

Proof. First, we note that the Caccioppoli estimate (2.11), with Ry = R, implies when s > p — 1

1 1
1 s—(p—1) pp—l op—1 pd S—(p—1)
inf < | — s=(r=1) g T . .
nf (@) = <|BR| 5y v =~ \\Ro — R)P R?

Moreover, since u # 0 on Bpg,, if 0 < s < p — 1, (2.11), applied always with R; = R, gives

_ R\ pd\ G=D=s , TD=
<W> . (lel) < sup u(a).

—1 —1 d s—(p—1
pr~t2r—1 Ry By W =1 d z€BR
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The above estimates can be now combined with the corresponding Harnack inequalities (6.5) and (6.2)
to obtain the desired bounds in both cases. []

7.2 Local absolute bounds for stable solutions. The supercritical case

In this section we establish local upper bounds for stable solutions. From now on, we assume p > 2.
The results can be proved also in the case 1 < p < 2, but we need some modifications in the definitions
of stable solutions and in the proofs. We have decided to deal with p > 2 in order to simplify the
exposition. When 1 < p < 2 we refer to [14] and references therein. Let us mention that the proof that
we give here is a modification of an idea originally due to A. Farina, see [16, 28, 29]; see also [13, 14] for
an alternative approach. Our proof is slightly different from [16, 28, 29] and provides explicit constants.

Definition 7.2 A function u is a local stable solution to —Apu = Au®, if and only if 0 < u € VVIECP(Q)
and satisfies

(7.1) / {|Vu|“ bwu (b2 (w- |§;‘|)

for all bounded ¢ € C3(K) and for any compact K C Q.

— )\suSI@Q} dz >0

We recall that the stability condition translates into the fact that the second variation of the energy
functional is non-negative, see [13, 14, 16, 22, 28, 29] for more a more detailed study of stable solutions
related to this kind of problem.

Remark 7.3 From the stability condition (7.1) we immediately obtain

(7.2) )\s/ u e dr < (p — 1)/ |Vu|P~2|Ve|? d,
Q Q

for any compact K C Q and for all bounded ¢ € C3(K).

Now we have the following estimate for nonnegative stable solutions.

Lemma 7.4 Let Q C R? be a bounded domain and let u be a local nonnegative stable weak solution to
—Apu =M’ in Q, A >0 and s > p—1. Then the following estimate holds true for any o > —1, 6,
e € (0,1] and any test function ¢ € C*(Q) N CH(Q), ¢ >0

)\s/ﬂuﬁaqb%dx < [(p—1)<1+6) <O‘+1>2+p;1<1+1>[ (s+a)? d(p—2)

2)\ 2 =) 5--DP  »

(7.3) xmfﬂ v ()

p—1< 1> (s + )2 2 / ot (p—1) sta
+— 1+ = — u TPV e|Pps=e-D P du.
) 50— 0,05 o Vel

p

¢s—s<;il> dx

Proof. Let 0 < ¢ € C?(2) N C§(2). Using as test function p? := u®T1¢7,

7::H7a>0 and a> -1
s—(p-1)

in (7.2) and Young inequality with £ > 0, we get

1\ 2
/\s/ T’ dzr < (p—1) (1 + E) ot / u® | VulP¢? da
0 2 2 Q

-1 1
ol G R A\ R
4 2e Q
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Again using Young inequality with é > 0 and exponents p/2, p/(p — 2) we obtain, for the second terms
in the right hand side of the previous inequality, the following estimate

-2
/ [VulP~2 ut | Ve[*e7 ™ do < 5(pp)/ |VulPut~¢7 do + / u P PP da.
Q Q Q

p(SpTiz

Combining the previous estimates and noticing that

e e A G

we arrive at the desired result. []

Combining the previous estimate, coming from the stability condition (7.2), and the following form of
the energy estimate (2.4),

pp a+(£71) sj:il )‘p[sf (pf 1)] a+s 75,5-;51
[a+<p—1>]p/g'v(“ JPoremmde < pa[s—(p—l)]—(sw)é(p—l)/Q“ gD da
S+ «
T Py P Py g e
(7.4) y /ua+(p71)‘w‘p(ﬁ—s_ﬂ:il)wdx
Q
for any
_ pals—(p—1)]

0<ex< a>0 and s>p-—1.

(s+a)p—1)°
For the proof of the above inequality we have to follow the proof of Lemma 2.1 and change slightly the
test function (we have to use ua¢sf<:i1) instead of (u + 0)*¢®). We get the following.

Lemma 7.5 Let Q C R? be a bounded domain and let u be a local nonnegative stable weak solution to
—Apu=Au® inQ, A >0 and s > p — 1. Then the following estimate holds true for any

(7.5) Gcaca 2D+ —sp-1)

p—1

and any test function ¢ € C*(Q)NCL(Q), ¢ >0

s+a

(7.6) /Usmcb% dr < 04/ ut TPV gP =0 P da,
Q Q

where ¢4 18 a positive constant that depends on s, p, A and «.

Proof. Using (7.4) to estimate the second term in the right hand side of (7.3) and operate some simple
manipulations, we arrive at

{AS i l(p_ 0(+3) (57) 5 (g o T

Mols — (p — 1)] } [Ty P
X - u =D dz < c | uTPI|VP pE-D P da,
pals - D]~ G a1 J Jo o Vol* ¢

where ¢ = ¢(a, 0, ¢, &, p, s). Now, since a < &, we can always choose ¢, § and € such that o < ae 57 < @
and this fact assures that the constant that appears in the left hand side of the previous inequality is
strictly positive. The lemma is proved. []
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Theorem 7.6 Let @ C RY. Let u be a local nonnegative stable weak solution to —A,u = Au® in €,
with A >0 and s > p—1. Then for any Br, C Br, CC (2 there exists a constant that does not depend
on u such that

(7.7) s oy < €5
for any
(7.8) 0<a<ae 2= @-D+2Vs—sp-1)
. : P ,
and
1
el N L R
(79) Cy — Cli (=1 |:(R0—f{1)p:| RO+ U.)d+ .

Proof. The result follows from the previous Lemma, Holder inequality and using the test function
defined in Lemma 2.3. Indeed, by Hoélder inequality with exponents (s + )/l + (p — 1)] and (s +
a)/[s — (p — 1)], applied to the right hand side of (7.6), we have

s—(p—1)

a+(ifl) VP S(+a1) s¥a
sta sta ats s—(p—
[wteom 5 ar < | [ue o [/ (5) d””l

< -
Q o a\¢

Hence, we arrive to the desired results simplifying and choosing ¢ as in in Lemma 2.3. []

The Joseph-Lundgren exponent s;;. The above Theorem proves absolute bounds for some local
L™-norm, and we would like to have m sufficiently large, namely

. s = (p—1)]
r—p

to be able to combine the above absolute bounds (7.7) with the upper bounds of type II of Theorem 4.5.
Letting then T = s + «, with « satisfying the condition (7.8), we have that

2s—(p—1)+2¢/s2—s(p—1)
p—1 '

rls—(p—=1)]
r—p

<m=s+a<st+a=s+

where we take r = p* = pd/(d — p), the Sobolev exponent, i.e. we are in the case p < d. Notice
that when p > d, we can take r — oo and the above condition is always satisfied. In the case under
consideration, namely 1 < p < d, the above condition is satisfied by all the s in some interval, more
precisely, there exists an exponent sy, such that for all s € (0, s;.) we have

—(p-1
lullm.r, <cs,  with 7 > rs= (=1
r—p

where c5 is given in (7.9). Moreover, we call the exponent s;;, the Joseph-Lundgren exponent and it
has the explicit form

o0 if d < 2ot

(7.10) sy = . ) i
(0 =1d—pP+P°(0=2) P -Dd+ 2"V -1D[d—1) . ppsn)
(d=p)[(p—1)d—p(p+3)] p1

See [29, 30, 35] for more details on the derivation of the Joseph-Lundgren exponent.

All the above discussion can be summarized in the following:
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Theorem 7.7 (Local absolute bounds for stable solutions) Let Q C R%. Let u be a local non-
negative stable weak solution to —Apu = Au’® in Q, with A > 0 and p —1 < s < sy. Then for any
Br. C Br, CC QQ there exists a constant that does not depend on u such that

(7.11) [ulloo,roe < o
where
1) e _r
AL ) 3 o _ mr[s—(p=1)] o
(7'12) cg = m A(m) JrA(m) AN G=p) —rls—(p=1)] an(rfp)fr[sf(pfl)] s

(Ro — Roo) ™0 m
where Agi), A%) and Afi,’) are as in Theorem 4.4 and c5 is given in (7.9).

Proof. Combine the upper bounds (4.5) (with the choice gy = ™ with the absolute upper bounds (7.7)
to get

AL . _wrl—(p-1)] 1 w0=w
ull oo, D P%+%Uwﬂwwwﬂmm?““Wﬂ 1llgo. 7,
(Ro — Rog) 07 o
AL

. _ mrfs—(p=1)] G
[s—(p—1)] cgl(rfmfr[sf(pfl)] s

77 [A(Q)+A(3) AT DT
(Ry — Roo) =m0 [ ™ m

where Aéi), Aéﬁ) and A,(Iﬁ) are as in Theorem 4.4 and ¢ is given in (7.9). [

8 Appendix

8.1 The John-Nirenberg Lemma and reverse Holder inequalities

First of all we recall a quantitative version of Lemma 7.20 of [33], proved in [4] (see Lemma 4.2 there).
From now on we denote, as usual, by M™(Q) the Marcinkiewicz spaces for any m > 1 and by V,[g] the
Riesz potential of a function g, that is

Vi) = [ I i we 0.1

Lemma 8.1 (A ”potential” version of the Moser-Trudinger imbedding) Let g € M () with
o > 1 and let us suppose ||g||rr- ) < K. Then there exist two constants ky and k3 such that

[ ila@|]
e e —— x 3.
e e =1

One can take
diam(£2)4 sewqy

\/% k‘2—<0'—1)€.

Now a quantitative version of Jonh-Nirenberg lemma for convex domains; for the proof see Lemma 4.3
in [4].

kg > (O’ — 1)6 and ]Cg = |Q| —+
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Lemma 8.2 (Jonh-Nirenberg) Let g € WH1(Q) where ) is convez, and suppose there exists a con-
stant K such that

/ |Vg|dz < K R*™,  for all balls Bg.
BrNQ

Ig—ggl}
exp | L2 dp < Ky,
-/Q p[ ko K =

wq diam (Q)% (ks + €) 1 /
T R @-ne M T )0

The John-Nirenberg Lemma has an important consequence when applied to g = log(u + §), § > 0.

Then the following inequality holds

where for any ke > (d — 1)e
07 diam(Q)? %’

Proposition 8.3 (Reverse Holder inequalities) Let 6 > 0 and let u be a positive measurable func-
tion such that log(u + &) € WH1(2), where Q is convex, and suppose there exists a constant K (inde-
pendent of §) such that

/ |Vlog(u+6)|dz < K R™Y,  for all balls Bg.
BrN

Then the following inequality
[u+dl[g0 < 2/
lu+6l-qo =
holds for any

1
0<qg<—0,
1= 3K

where the constants k; are given in Lemma 8.2.

Proof. See Proposition 4.4 in [4]. [J

We conclude this section by showing that reverse Holder inequalities hold for local solutions to our
problem, as a consequence of Caccioppoli estimates (see Corollary 2.5).

Proposition 8.4 (Reverse Holder inequalities) Let Q C R? and let A > 0. Let u be a local weak
solution to —Apu = Mu®, with 0 < s < s. =r —1, r as in (3.2). Then for any € > 0, the following
inequality holds true for any 6 > 0

2 _(d=1(p=1)
(p—1Dr2 >
pwidle(d—1)+¢]

(8.1)

2
{ < } : lu +0ll4 R, < w4 ll—g., forall 0<gq<

2(ed+e) Brolt  ~  |Br| "
Proof. The Caccioppoli estimate (2.10), with Ry = r and Ry = 2r, implies that

204p=1 pp pd=p ,
Viog(u+9)Pdx < ,
/ [V loglu +0) -

hence the hypothesis of the previous proposition are satisfied, more precisely

/ [Viog(u+d)|dz < |Br|1_% [/ |Vi1og(u + 9)P dz ’
BryNB, B,

ptd—1

< i luy 27 ]29 = Krit
(p—1)»
pHd—1
Therefore putting K = wy ipi)zp, taking an € > 0 and choosing ks = e (d — 1) + ¢, by the Proposi-
p—1)P

tion 8.3, we get the desired result. []
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8.2 Technical tools

In this section we recall, in order to be complete, some tools that we use in this paper. The first lemma
concerns the geometric convergence of some sequences of real numbers.

Lemma 8.5 (Numerical Iteration) Let Y, > 0 be a sequence of numbers such that
Y, <199 Yy with I,y <I,C™
for some o, Iy, C >0, 0 € (0,1). Then {Y,} is a bounded sequence and one has

Yoo := limsup Yy, < IT 7 CT07 Yy,
n—+o0o
Proof. See for example Lemma 7.1 of [34]. [J

The following lemma is due to E. De Giorgi and its proof is contained in several books and papers,
see for example [34], Lemma 6.1.

Lemma 8.6 (De Giorgi) Let Z(t) be a bounded non-negative function in the interval [tg,t1]. Assume
that for tg <t < s <t; we have

A
Z(tY<60Z
(1 <02(5)+
with A>0, a>0and 0<60 < 1. Then
Z(to)gw
(t1 —to)>
where
1

cla, A, 0) = for any X e (=,1).

(1=N(1-%)

This lemma has an important consequence, indeed it is necessary to obtain extending local upper bounds
(see Section 4). More precisely, it allows to prove that if a reverse Holder inequality holds for some
0 < g <7 < o0, then it holds for any 0 < ¢y < 7 < oc.

Lemma 8.7 Assume that the following bound holds true for some 0 < q < @ < oo and for any
Roo < p< R < RO7

[[ullg.r < ®—p) [ullg, &-

Then we have that for all 0 < qo < ¢ <q < 00

a(@—aqp)
q0(@—a)

a(a—a0) q(G—q0)\" K
|ullg.re < 3-2%0@9 [(47 ( l[wll o, Ro-

QO@_Q) Ry — Rxo)Y

Moreover if ¢ = oo,

a—ao q\” K 0
[ulloo,re <3270 {<4’Yq0) W] llwllgo, Ro-

Proof. See Lemma 3.7 (Extending Local Upper Bounds) of [4]. ]
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8.3 Numerical identities and inequalities

Now, in order to be complete and to simplify the reading of this paper, we recall some numerical
identities and inequalities that we will use in the following.

(8.2) ZSJ:%_S, V0<s<l = Z(g) - , forr>p.
j=1 j=1

r—p

j=1

(oo} .
. S . (D7 pr
. E = < 1 E ~) = ———=, f .
(83) js (1 8)2’ VO<s< — j:1] (r) (7‘ )2, orr>p

1-s r—p

(8.4) ijsjs(lsk),vogsa — Zk:(f)] P {l(f)k},forr>p.

j=1

S oS o~ (P _ PP\
ZSJ: sFYV0<s<1l = Z(f = <7> , for r > p.
j=k+1 1=s j=k+1 TP

Stirling’s formula:

n\" . 1 1
n! = \/27T7’L(g) et with T 1 Sangﬁ
e-version of Young’s inequality:
€ —1 b7
(8.5) a-b< a7+ 2 —,
g g go—1

for any € >0, a,b >0 and o > 1.
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