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Abstract

We prove a priori bounds for weak solutions of semilinear elliptic equations of the form —Au =
cuP, with 0 < p < ps = (d+2)/(d —2), d > 3, posed on a bounded domain € of R? with boundary
conditions © = 0. The bounds are quantitative and we give explicit expressions for all the involved
constants. These estimates also allow to compare solutions corresponding to different values of p,
an in particular take the limit p — 1.

Besides their own interest, these results are useful in the study of the asymptotic convergence
with rate of the solutions to the Cauchy-Dirichlet problem for the Fast Diffusion Equation.
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1 Introduction

In this paper we obtain upper and lower estimates for the weak solutions of semilinear elliptic equations
of the form

(1.1) —Au = f(u)
posed in a bounded domain Q ¢ R? with homogeneous boundary conditions
(1.2) u(z) =0 for all z € 09Q.

For simplicity we assume that 9 is C>“ smooth. The choice of right-hand side we have in mind is
fu) = AuP with A > 0and 0 < p < ps :=(d+2)/(d—2)ifd >3, orp>0ifd=12 We
shall restrict for notational simplicity to the case d > 3, without further comment throughout the
paper, in order to use the usual Sobolev inequality valid in such case. This problem is one of the
most popular problems in nonlinear elliptic theory and enjoys a large bibliography, see for instance
(2, 8,9, 13, 14, 15, 19, 20, 21, 22, 23, 24, 25, 27, 28, 33, 34, 35, 36, 37, 38] for different p, and [7, 11] for
the limit case p = p;.

We are interested in obtaining a priori estimates for nonnegative weak solutions of Problem (1.1)—

(1.2) that either do not depend on the particular solution (then called absolute or universal bounds),
or depend on the solution trough an explicit expression involving some norm.

We have devoted a recent paper [4] to obtaining such a priori estimates for general local weak solutions,
i.e., weak solutions of equation (1.1) without any reference to the boundary conditions. The estimates



obtained are quantitative upper bounds for solutions of any sign, quantitative lower bounds for positive
solutions, and also local Harnack inequalities and gradient bounds. By quantitative estimates we mean
keeping track of all the constants during the proofs.

It is purpose of this paper to complete the study by obtaining the improved quantitative estimates
that involve knowledge of the boundary condition (1.2). As far as we know, there does not exist in
literature a systematic set of quantitative local upper and lower bounds in the explicit form we provide
here, though the qualitative statements of most of our results are known in the litarature. We recall
that the quantitative control of the constants of such inequalities may be important in the applications;
it is needed for instance in the results of [3] on the asymptotic properties of solutions of the fast diffusion
equation in bounded domains. We obtain global upper and lower estimates in terms of the distance
from the boundary d(z, 9€), and Harnack inequalities up to the boundary. We will also study the limit
p — 1 to show how this problem approaches the linear eigenvalue problem, expanding on work we did
in [3]. We devote some space to comparison on small sets, which is an important tool, see [34].

In fact, our estimates apply to a larger class of operators and nonlinearities. First of all, we can treat
left-hand sides of the form

(1.3) -V - A(z,u, Vu),
where A is a Carathéodory function such that
nlef? < Az, u,€)-¢ and Az, u,6)] < ¢

for suitable positive constants. Secondly, we can easily change the right-hand side and consider super-
solutions of the problem

(1.4) -V - A(z,u, Vu) = f(z,u),

as long as f(u) > agu? with ag > 0, since they are supersolutions of —V - A(x, u, Vu) = ag u?. We can
consider subsolutions of (1.4) with f(u) < aju?, and a; > 0. We have decided here to consider the
model case, to simplify the presentation and to focus on the main ideas.

We will use the following standard definitions.

Definition 1.1 A weak solution to problem (1.1)~(1.2) in Q is a function u € Wy*(Q) with f(u) €
LY(Q) which satisfies

(1.5) /Q [Vu-Vo — flu)pl de =0 for all p € Wy (Q).

A weak subsolution is defined by changing equality into < in formula (1.5), that must be applied to test
functions ¢ € Wol’2 (), ¢ > 0. A weak supersolution is defined in a similar way with equality replaced
by the > sign.

2 Maximum and comparison principles on small sets

The maximum and comparison principle need not hold in general for solutions to nonlinear elliptic
equations. This is an important feature of elliptic equations and it does not necessarily depend on
the presence of a nonlinearity. Indeed, if we consider the linear eigenvalue Dirichlet problem for the
equation —Awu = Au with A > Ay, it happens for instance that for A = Ao > A\; > 0 the corresponding
second eigenfunction ®5 has at least a change of sign, hence the standard comparison principle does
not hold.

In any case, it is known that a (local) maximum and comparison principle holds on small sets. We
are going to extend to our framework an idea originally due to Serrin, see for example Section 3.3 of



the book [34]. These strong tools will allow us to construct explicit upper and lower barriers near the
boundary, which are needed to obtain quantitative global Harnack estimates up to the boundary.

Throughout this section we will always assume 1 < p < ps. We remark that when 0 < p < 1 the
standard strong maximum principle holds, and the comparison principle follows by standard methods.

Let u € WH4(B), where B is any bounded set of R%. Let u. = (u—¢); = max{u—e¢,0}. The support
of u, is the closure of the set

I.=T.(u,B) ={z € Blu(z) >e}.

We can easily see that if u € W149(B), and u < 0 on 9B then u. € Wol’q(B), for any € > 0. Moreover,

[Vu(z)| ifzel,
|V (a ‘_{ if z € B\T.,

Vu. is also supported in I'. and |Vu.| < |Vu| € L9(B). Notice that we consider the inequality
u < 0 on 9B in the sense of the trace theorem (see for instance [19], Theorem 1, pg.272, or [1], Thm.
5.36): indeed the restriction to the boundary, the so called trace operator, is a continuous operator
T : Wha(Q) — L1(9Q) whenever Q is a domain of class C! (or Lipschitz) and 1 < ¢ < oo. If moreover
1 < q < oo the trace operator is continuous T : Wh4(Q) — W'=1/99(9Q) and is also a continuous
operator T': W14(Q) — L"(99Q), for all 1 < ¢ < d, and all ¢ < r < (d —1)q/(d — q). Notice that the
above discussion is indeed interesting only when 1 < ¢ < d, since when ¢ > d the Morrey imbedding
guarantees that functions of W14(Q) are Hélder continuous of class C*(Q), with « =1 — d/q.

We are now ready to state the first main result of this section, in which we relate the validity of an
inverse Poincaré inequality for the truncated u. to the validity of a maximum principle for u. The proof

uses the following version of the Poincaré inequality (see e.g. [34], Theorem 3.9.4), valid for functions
f €Wy (B):

B\ "
21 a <|— a
(2.1 ey < (20) " 19 Ao

where wy is the volume of the unit ball. The multiplicative constant in (2.1) may not be sharp, but it
has the advantage of not being dependent on 1 < ¢ < oco.

Theorem 2.1 (Reverse Poincaré implies maximum principle on small sets) Let B C R? be a
bounded connected domain, and let u € WH4(B), with 1 < q < co. Let u. and T'. be as above and
assume that there exists a constant kq such that the following reverse Poincaré inequality holds for any
O<ex<e:

(2.2) [VullLar.) < kq llullLar.)
Then, if
(2.3) |B| < kd and  uw <0 on0B

we have that u < 0 almost everywhere on B.

Proof. Let us calculate

1 1
[ellLaqr.y < llu = 5||Lq(m FllellLarey = lI(u = €)+|\Lq(r ) +ellel® = [Jucllaqr,) +€lTel
|B|

|B| 1
<b>§(wd> ||w5||Lq<B>+e|B|«<<c>< 2 1V ulhoqe, + el

B 1
@<t (120) o + It



In (b) we have applied (2.1) to u. noticing that, since u € Wh9(B), then ujpq € L(0) and u. €
W,y %(B). In (c) we have used that Vue|lLas) = [[VulLar.). Finally in (d) we have used (2.2). Hence,
for any 0 < € <€ we have

(2.4) 0< [1 — ky ('Z')i

where the first inequality follows from (2.3). To take the limit as ¢ — 0 in the above inequality notice
that u¢ — u% = max{u?,0} almost everywhere in B, and that 0 < u? < 297!(|u|? + &%) € L}(B), so
that by dominated convergence we have

1
[ullLaqr.y < elBls

;ig(l) ||U5||%q(3) = ||u+||%q(3)~

Moreover we have that
||u||(11,q(r5) :/I‘ |u—€+€|qu > (a) /F |U_5|q d$+/1‘ le|?dx = Hu8||%q(rs)+€q|FE\ =(b) Hu5||%q(3)+5q|ra|

where in (a) we have used the inequality (a + b)9 > a? + b? valid for any a,b > 0 and the fact that
u—¢e>0onT.. In(b) we have used that ||uc|lLar.) = [|uellLe(p) since u. is supported in I'. C B.
Taking limits as € — 0 gives

(25) hgl_jélf ||UHg,q(r£) > ;l_rf(l) HUEHiq(B) + el = H“JquLq(B)-

Joining inequalities (2.4) and (2.5) and taking the limits as € — 0, we get

1
- : e|Bls
0< ||u+||iq(3) < 11?1_)1(r)1f|\u||iq(rs) < lim =0.

e—0 ‘B| %
1k, (2)

Hence ||u+||iq(B) =0, so that uy = 0 and u < 0 almost everywhere in B. []

Theorem 2.2 (Comparison with supersolutions on small sets) Let B C RY be a bounded con-
nected domain, letp > 1, A > 0 and let u,u be weak solution and supersolution respectively (in the sense
of Definition 1.1) to

—Au=AuP inB

—Au> @’ inB

u>u on OB

0<u,us<M in B

and assume that |B| < wq/ (2p)\Mp_1)d, Then, we have that © > u in B.
Proof. Let v = u — u. We will prove a reverse Poincaré inequality for v on the sets I'; relative to v for

any ¢ € (0,1]. Notice that since v € W2(B), then its truncated v. € Wy">(B), so that we can use it
as a test function in the weak formulation of the above equation.

We know that v € WH2(B), and that v satisfies the inequality
Av = Au— Au > —\(uP —TP).
Hence

—/ ’UEAUdl‘Z/ va-Vvdx:/ |Vo|? da.
B B r.

In the last formula the integration by parts holds since v, = 0 in a neighborhood of 0B, and the second
equality holds since the support of v, is the closure of I'. = {z € B|v > ¢} and since [Vv.| = |[Vu| on
I'.. On the other hand, using the inequality satisfied by —Awv, we get



/ |Vo|? do = —/ veAvdr < )\/ ve(uP —uP)dx = /\/ (u—w—e¢)(uP —uP)dx
I, B B e
_ )\/ (u — ) (P — ) dir — )\e/ (WP — ) dz = (I) + (II).
. e
We will treat the two integrals separately. The first integral can be estimated using the numerical
inequality (7.10) witha=u>0b=1u > 0:
(u—1)(u’ =) < p(u? ' + 7 ") (u—u)? < 2pMP (u —1)?
since 0 < u,u < M, so that
(I < 2MP*1Ap/F (u—m)?dz = 2MP~ Apllv[F2(r,)-

As for the second integral, we notice that on I'. we have u > @, so that (II) = —A¢ fFE (u? —wP)dx < 0.

We have obtained the following reverse Poincaré inequality for v:
(2.6) IVollEar.y < 2MP~ ' Aplolizer,

for all 0 < € < 1, where I'. = {:c €eB | v > 5}. We are now in the conditions to apply the maximum
principle of Theorem 2.1, with ¢ = 2, k, = p A MP~!, and since we know by hypothesis that v = T—u < 0

on 0B, and that
wq

|B| < S —
(2p A MP—1)
We conclude that v < 0 a.e. in B, which means v <7 a.e. in B. []

A similar result holds for subsolutions, with an analogous proof.

Theorem 2.3 (Comparison with subsolutions on small sets) Let B C R? be a bounded con-
nected domain, let p > 1, X > 0 and let u,u be weak solution and subsolution respectively (in the
sense of Definition 1.1) to

—Au=Xuv? inB

—Au<iu?P inB

u<u on 0B

0<u,u<<M in B

and assume that |B| < wq/ (2p)\Mp’1)d, Then, we have that u < u in B.

3 Global estimates 1

We recall that we consider nonnegative weak solutions in the sense of Definition 1.1 of the homogeneous
Dirichlet problem (1.1)—(1.2) posed in a smooth bounded domain Q C R?, and f(u) = Au? € L}(Q).
3.1 Global upper bounds

In this section we will obtain global upper bounds for weak solutions of the Dirichlet problem (1.1)—(1.2).
We will need the global Sobolev inequality on 2, namely

(3.1) o]l (o) < SEQIVUlaiy, Yo e Wy™(Q)

to prove global L*° bounds via Moser iteration.



Theorem 3.1 (Global upper bounds via Moser iteration) Let Q C R? be a bounded domain,
and let A > 0. Let u be a weak (sub-)solution in Q@ to —Au = AP, subject to homogeneous Dirichlet
conditions u =0 on 0N, with 0 < p < ps =2* — 1= (d+2)/(d — 2). Then the following bound holds
true:

904 _ d P — 1
(32) ulloo < Toog(2) [lull3’ forany g > %
where 07 = 1/[2q — d(p — 1)4] and, given qo > 3%,
(3.3)
I (q) , fO?”q > % . 822(0)615 Ja+1 dog
I () = ) " d- th IL(s)= [A222120
oo,q( ) { 22(q07q)9611(q0)7 for d(:D21)+ <g< d%.lz < we 1(5) 4(d _ 2)d+1

and with ¢1 as in (7.5).

Remarks. (i) Notice that taking g =p+1 > d(p— 1)+ /2, which will be necessary later (see Theorems
5.9, 5.10)is possible if and only if p < ps = (d+2)/(d — 2).

(ii) This result has its local version, namely Theorem 3.1 of [4], that differs from this one only in the
more complicated expression for the constant, see (7.4).

Proof. We just sketch the proof. It is sufficient to prove the result for a nonnegative weak solution
NS VVO1 2(Q) We shall use the following choice of the test function:

Vu

e+u )O‘_Q au+efu? +1] +2(2 - a)u

etu )" 1,2
= Wy (2 that =
ve U ( ) €Wo™(Q),  sothat Ve 1+eu (1 + eu)?

14+ cu

for any a > 0. We therefore obtain the energy identity )\fQ uPp.de = fQ Vu - V. dz, then letting

e — 0 we get
)\/up+adz:a/ua71|Vu|2dz
Q Q

that holds for any a > 0; we can rewrite it in the form:

2
(3.4) /|VUQT+1’2dx= M/u”adx.
Q dov 9)

Using then the Sobolev inequality (3.1) on Q, we obtain, letting 8 = a +1 > 1 and v = v*/%:

. > 24 42
[/ uTh dx] ’ < S5\ wP 1P dx
Q 41 —1| Jg

We have obtained the iterative inequality:

2* Pn—1 |:2*

2 Oas , " d—2
u||%6n71 , with 8, = |=—| [Bo—(p—1)+

2

1
35) < Ip

.
4 Bn

: [+ -,

we require moreover that Sy > (p—1)4(d—2)/2, which will be assumed from now on, so that 5, = +00
as n — +o00. Moreover

n = 822/\ 72) < S22>\Clﬂn < SQQ)\ClBO 2 ' =1 2 ’
418, — 1] 4 4 2 2

~

o
2
in item i) after Theorem 3.1 of [4] and we have estimated 8,,/|8, — 1| < ¢1, as in Step 4 of the proof

n
where we have used that g,, < [ } Bo. We have also required that [3,, # 1 for all n: see the discussion



of Theorem 3.1 of [4]: we recall the value of ¢; in formula (7.5) in Appendix 7.1. ITterating the above
inequality (3.5) yields

P e EZ ' B 1T A <%>257§72
[l 28, < Iy" ||un| 2z ﬁnil <Ip" I, 1" [l 25, , "
(36) 1 2% 1 2*\n—1 1 2% \7 Bg n 2% \n—J 1 2% \" Bg
< ) ) < [ ()
n 7/60 1 J 760
-7:

Taking the limit as n — oo we obtain

#

n (2; )n—k61 Eym——.
* < lim Il ! * 2
276’" - nh~>oo - Ik || ”2 Bo

lulloe = lim_ul

(3.7) N () 0 .
2*\n—Fk 1 ——— =g T
< 1 = Br ﬁo—f(p 4 29— d(p Dy
< 1im [ 1} el 32 < Loul;
k=1
. n (F) T o .
In fact, the penultimate passage follows because [[,_, I, has a limit as n — +o00, which can

be bounded as follows (for the details see Step 4 of the proof of Theorem 3.1 of [4].)

d—2
20— (@2 (- Dy

n s \T— d
im ] ()" & 2
no<L =
nh—r)gok_llk < Too To 2

Finally, letting § = 5p2*/2, we have obtained

# d _1
(3.8) lloo < Loo [0l forany 22D+ g

which is exactly (3.2) with I, given by

—_— d
%\ d| 2a—d(p— — G—dp—1) 1
< 9 G—d(p—D 1 _ [y S%clqdd“ 27—d(p—1) 1 - IQE?d(Zil)-F
* = 2 4(d — 2)d+1 !

provided By > max{1l, (p —1);+(d —2)/2}, that is for any § > max{d/(d—2), d(p — 1)+/2}. It remains
to extend the upper bound to all d(p—1)4/2 < G in the case when d/(d—2) > d(p—1)/2 that is when
0 <p<p.=d/(d—2). To this end we recall Young’s inequality, valid for any v > 1, a,b >0, e > 0:

-1 b,, T bu T
ab S — + e <ea” +
1/ 14 gu 5”_1
with the choices ¢ = 1/2 and
2q0 —d(p — 1)+ dip—1)+ v 2q0 —d(p — 1)+
= — >1 <= qy > and = — .
2(q0 — ) 2 v—1 2g—d(p—1)

We apply it to (3.8) with go > d/(d — 2) to get, for all d(p — 1)1 < g < d/(d — 2):

(a9 =)
||u||oo < Ioo Hu”qqo d(P 1) 4 < I2<10 fl(P 1) 4 || ||2f102 (510(qu)+ || ||QIZ0 d(P 1) 4
2m12q d(P 4 || ||2q d(P 1)+ )

< S luloe +

This concludes the proof. []



3.2 Quantitative global absolute bounds

When we consider the homogeneous Dirichlet problem, we can obtain global upper and lower estimates,
but only for some global LP-norm. Obviously, the lower bound for the L~=°°(Q)-norm is zero. Improved
global absolute bounds are given in Section 5.3 in the range of exponents 0 < p <l and 1 < p < p. =
d/(d — 2), using the global Harnack estimates of Section 5. Local absolute bounds have been obtained
by the authors in [4] and will be recalled in Section 4.2.

Theorem 3.2 (Global absolute lower bounds when 1 < p < p,) Let Q@ C R? be a bounded do-
main, and let A > 0. Let u be a weak solution in Q to —Au = \uP, subject to homogeneous Dirichlet
conditions u =0 on 90, with 1 < p < ps =2 —1=(d+2)/(d —2). Then the following bound holds
true:

(3.9)

4(qo — p 2 _4ag—(p—1) _ dlp—1
( ) Q7 w0 <[lulbt, for any qo > dp 1)

SN (a0~ (p— 1)) 2
Moreover, when p. < p < ps, we have
SO - 27— 17 = M

(3.10)

Note that the lower bound for gy tends to 0T as p — 1.
Proof. Consider the global energy inequality (3.4) valid for a > 0

o A 1)2
/|Vui| du w/uzﬂradx
40{ Q

Using then the Sobolev inequality (3.1) on €2, valid since u € Wol’Q(Q), we obtain, letting 8 = a+1 > 1:

2

= . * 2232
F—p— [/ uPtr—1 dm:| BT - |:/ LB dx:| 2 - S5A8 WPl 4y

where in the first step we have used Holder inequality, that holds since 2 % 8/2 > 5 + p — 1 whenever
B> (d—2)(p—1)/2. We have proved (3.9) When Gp=0+p—1>d(p-1)/2.

Finally, we prove (3.10), by letting 3 = %2(p — 1) in the above inequality, so that go = 2- 28 =
B+p—1=d(p—1)/2; we can do this only when £ > 1 and this is possible only when p. < p < ps, in
which case we obtain directly (3.10).

|2

Remarks. (i) This absolute lower bound is a typical feature of the nonlinear equation, which does not
hold in the linear case p = 1. On the other hand, in the case 1 < p < ps absolute upper bounds are
difficult to prove and we will discuss this issue in Section 5.3.

(ii) When 0 < p < 1, the lower bound (3.10) of Theorem 3.2 formally transforms into an absolute upper
bound:

8[(d—2)(p—1) -2 _
SEA(d = 2)*(p— 1)?

Actually we can do better, indeed the above result is not satisfactory since it involves a negative L4
norm when 0 < p < 1, namely ¢ = d(p — 1)/2 < 0.

SIMd = 2)*(p — 1)?
8[(d—=2)(p—1) -2

H ||d(p 1) — ||qu(p 1) S

Theorem 3.3 (Global absolute upper bounds when 0 < p < 1) Let Q C R? be a bounded do-
main, and let X > 0. Let u be a weak solution in Q to —Au = AuP, subject to homogeneous Dirichlet
conditions uw =0 on 09, with 0 < p < 1. Then the following bound holds true:

samquH]i SO =2 maay
A(d —2)HH e

(3.11) llul|oo < [A



with ¢1 as in (7.5) and ¢ > d/(d — 2).

Proof. Consider the global energy equality (3.4) valid for o > 0:

atl 1)2
/‘Vu%lzdxzw/um'adx
Q do Q

Using then the Sobolev inequality (3.1) on €, valid since u € T/Vol’2 (), we obtain, letting 8 =a+1>1
and using Holder inequality:

2 2(B+p—1)
253

= 21\ A2 21\ A2
23 ]2 S3A8 p—1+p S3A8 1- 2 4=l |:/ 23 :|
uzPdx < U dz < Q72 s w2 P dx
[/Q 418 =1| Jgo 4|ﬂ*1|‘ Q

Setting 2*/3/2 = ¢ > 0 we have obtained so far

S3Ag*(d - 2) 8] e for all ¢ > 0.
4d ‘q — %’

[ullg <

Combining the above upper bounds with the upper bounds (3.2) of Theorem 3.1

1
d d i-p

2 d+17 2q 2 d+17 2q 2\ 2( ] gtd(l—p

S3(@erg ™ ] Il < Psm)clqil ] SIAPA=2)) o ey

4(d —2) 4(d — 2) 4d’q_2§2‘

[ufloo < A
with ¢; as in (7.5) and ¢ > d/(d — 2). We have obtained the absolute bound (3.11). [

4 Reminder on quantitative local bounds

We now recall for completeness the results of the companion paper [4] concerning quantitative bounds
of local type. The explicit expression of all the constants is given in Appendix 7.1.

4.1 Harnack inequalities

We recall here the quantitative Harnack inequalities of [4] which beside a general form given in Theorem
4.1, have different explicit constants in the two ranges 0 <p <1 and 1 < p < pc.

Theorem 4.1 (Harnack inequality for 0 < p < p,) Let Q C R and let A > 0. Let u be a nonnega-
tive local weak solution in Br, C Q to —Au = AP, with0 < p < ps = (d+2)/(d—2). Given R, < Ry
and € > 0 we assume

d—3
272 dip—1
2 7> (P2 )+.

. < =
(4.1) 0<4s 0= go@—D+e’

If0 < g < d/(d—2) we also assume

log Qi:d(P:1)+
%f;l)* not integer.
log a—
Then, the following bound holds true
(4.2) sup u(z) < Hplu] inf wu(x)
xeBRoo xEBR00

10



where Hyu] depends on u through some local norms as follows
=Dy m

Ioz (JCB uﬁdx)
4.3 — rii _ 109 Ro
(45) Hylu] = Hylul(d. 7. g2 Ro, Rec) = 77 fo W s

Q=

(JEBRO u? d:c)

(fBRO ugdx)

I =

with I q given by (7.4), I 4 is given by (7.7).

Theorem 4.2 (Harnack inequality, 0 < p < 1) Let Q C R? and let A\ > 0. Let u be a nonnegative
local weak solution in Br, C Q to —Au = AP, with 0 < p < 1. For all R, < Ry the following bound
holds true

sup u(z) <H, inf wu(z)
-'L'EBRDO LKEBROQ

where H,, does not depend on u, and is given by (7.1).

Theorem 4.3 (Harnack Inequalities when 1 < p < p.) Let Q@ C RY and let A > 0. Let u be a
nonnegative local weak solution to —Au = MuP in Br, C Q, with 1 <p <p.=d/(d—2). Then for any
0 < R < R < Ry there exists an explicit constant H, > 0 such that

(4.4) sup u(z) < H, ijrglf u(z)
Te

TEBR Roo

where H,, does not depend on u, and is given by (7.3).

Remark. Notice that the constant H, does not depend on u in the range 0 < p < p., and it does
not depend on A > 0 when moreover p # 1.

4.2 Local Absolute bounds when 0 < p <1 and when 1 < p < p,

Theorem 4.4 (Local Absolute bounds) Let 2 C R? and let A > 0. Let u be a local nonnegative
weak solution to —Au = AP in B, C Q, with0 < p < p. = d/(d—2). Then for any 0 < Ry < R < Ry
there exists a constant H, > 0 that does not depend on u, such that

(4.5) s (z) <H 8R{ P hon 1 < < d
' . ue NP D\2pd when -

IGBRI()IO) - )\(RO — R)2Rd P < Pc q_2°
and? qu $—é 0 on BRO

1
_ p2pd\ T

8RY
The constant H,, is given by (7.1) when 0 <p <1 and by (7.3) when 1 < p < p..

4.6 inf  w(z)>H! <
(4.6) L (x) > H,

Remark. The way the estimate blows up as R — Ry is (Ro — R)*Q/ (P=1) which is natural from scaling
considerations and is predicted by Dancer in the papers [12, 13].

5 Global estimates 1I. Boundary estimates and global Harnack
inequalities

In this section we establish quantitative boundary estimates by means of suitable explicit lower and
upper barriers that describe the behaviour near the boundary. We first prove two lemmata.

11



5.1 Preliminaries. Explicit sub- and super-solutions on annuli

Lemma 5.1 (Supersolutions on an annulus) Let zg € R, M >0 and 0 < Ry < R. The function

(5.1) 0<u(x)=M |2 <M

|.’L‘—.’E0|—R1_ |.’L‘—.’E0|—R1 2
R*Rl R*Rl

s a supersolution of the Dirichlet problem

—Au> AuP in Br(zo) \ Br, (z0)
(5.2) u=0 on OBRg, (xo)
u=™M on OBg(zo)

whenever 0 < Ry < R satisfies the bounds

1 1
. < mi .
(5.3) R_mln{<1+2(d_1)>R1, )\Mp—1+R1}

Proof. Set r = |z — z¢|. The function % is the parabola M (2s — s?) respect to the variable

s |z — x| =Ry r— Ry
~ R—-R  R-R

for s € [0,1] which corresponds to Ry < |z — z9| = » < R. This parabola has its vertex at s = 1
which is a maximum, corresponding to the condition @(z) = M when |z| = R, and is zero at s = 0,
corresponding to the condition w(z) = 0 when |x| = R;. Its derivative is nonnegative on the interval
0 < s <1, and less or equal than 2M /(R — Ry). Hence for all R; <r < R

0=u(Ry) <u(r)<u(R)=M
. 2M(R-r) 2M

0<@(r)= (R— )2 SR—Rl
2M

HH(T) = _(R* R1)2 <0

(5.4)

Having seen that the boundary conditions are satisfied, it remains to check that —Au — AuP > 0. using
formulae (5.4), we see that

d—1 2M d—1 2M

—" _ o —\uP > _ — \MP
a'(r) 7 (r) af(r) > CEE R
and a sufficient condition for the positivity of such quantity is that both
M d—1 2M Ry
> that i R-—R < ——
(R—Ri)2~ R R—Ry ave L=9@—1)
and M )
— > \MP? that i R-—R < —nun—.
(R—Ri)?~ e LS AMT

Both conditions are satisfied in view of hypothesis (5.3). ]

Lemma 5.2 (Subsolutions on an annulus) Let 79 € R%, ¢ >0 and 0 < Ry < R. The function

eR{™2 Ri—2
(5.5) u(z) = Ri—2 _ Ri-2 [1’ —xold2 1]

12



18 a subsolution of the Dirichlet problem

—Au = Au? in Bg(z¢) \ Br, (z0)
(5.6) uw=¢ on OBR, (o)
uw=0 on dBRr(xo)

for any 0 < R; < R.

Proof. Set r = |z — xg|. The boundary conditions are satisfied, indeed u(R) = 0 and u(R;) = €. To
show that —Au — Au? < 0 it is sufficient to notice that w is harmonic on R?\ {0} and positive on

Br(xo) \ Br, (z0). [
We finally collect some properties of the function“distance to the boundary”. It is defined as usual:

dlSt 89 - llf -
(.T, ) y 90 x y
Whel"e | . | 1S the EuC]ldean norm ()f Rd.

Lemma 5.3 (Properties of the distance to the boundary) Let @ C RY be a bounded domain
with boundary O of class C?. Let for § >0

Ys:={xeQ:dx)<d}

be the open strip of width 6 near the boundary. Then,

(a) there exist a constant §g > 0 such that for every x € s, there is a unique h(x) € O which realizes

the distance:
dist(z, 00Q) = |x — h(z)|.

Moreover, d(x) € C%*(Xs,) and for all v € [0,80) the function H, : 9(%,) N Q — 9Q defined by
H,.(x) = h(x) is a homeomorphism.

(b) The function dist(-,0) is Lipschitz with constant 1, i.e.
|dist(z, 0Q2) — dist(y, 0Q)| < [z —yl.

Moreover,
0<c< |Vd(z)| <1, forany x € X5,

and there exist a constant K > 0 such that:

(5.7) —K < Adist(z,09Q) < K,  for any z € 55,

We refer to [23] for the proof of this lemma. Part (a) is due to Serrin.

5.2 Global Harnack estimates

The above lemmata will be needed for the barrier argument that we will prove later. This will prove
general boundary estimates that can be combined with the local estimates of the previous sections in
the form of global Harnack estimates. The proof presented here allows to obtain quantitative global
absolute upper and lower bounds in the form of global Harnack estimates, but not in the whole range
1 < p < ps. More specifically we will obtain quantitative global Harnack estimates when 0 < p < 1 and
when 1 < p < pe.

13



Lemma 5.4 Let Q C R? be a bounded domain and 6y as in Lemma 5.8. Let u be a weak solution to
—Au = P, with0 <p <ps=2"—1=(d+2)/(d—2) withu =0 on 0. Assume that there exist
e, 6, M >0 such that

u(z) > e forallz € Q5 ={x € Q : dist(z,00) > ¢}, and supu(z) < M,
Q
provided § < §; := min ( % L ) and in addition, if p > 1, § < min (51 L )
> 2(d—1)° \/xpp-1 ) - L = » (280)9- 1 (2pAMP—1)d
Then:
€ . . d—2 2M . . =
(5.8) d—z5 Win {dist(z,09), 27?6} <w(z) < —~ min {dist(z,00), §/2} forallz € Q.

Proof. The proof is divided into two steps. Note that when 0 < p < 1 the standard comparison principle
holds, while for p > 1 we can compare only on small sets.

Upper boundary estimates. Fix a point T € 02 and consider an exterior tangent ball at T, centered at
xo, then fix Ry = [T — 20| and R = Ry + §. We can and shall always choose Ry < &y. Consider @, the
supersolution of Lemma 5.1 defined in the annulus A = Bg, \ Bg. We can compare u and @ on the
region A N €, since on the boundary Bg, N Q we have that u = 0 < @, while on dBg N Q we have
that w = M > wu; consequently we obtain that, for any x € ¥ lying on the line joining T and z¢:

u(z) <u(x) =M |2

\x—x0|—R1 _ <JJ—$0|—R1)2

. [ 2dist(x, 00)
<M — 1
R- R R- R = mm{ ’}

)

since R — Ry = 0 by construction and it is clear that dist(x, 9Q) = |z — x¢| — R1; we remark that the
condition (5.3) on the smallness of R — Ry, required for @ to be supersolution on A, are:

. Ry 1
= — < .
=R Rl_mln{z(d_l), /\Mp—l}

and the condition on the smallness of the set needed for comparison to hold when p > 1, reads |Br(zo) \
Br, (z0)] < wa/ (Qp/\Mp*l)Ul7 and it is sufficient to take R? < RY + 1/ (2p/\Mp*1)d. In view of the
fact that Ry < §p and of the numerical inequality (7.10) we get the claim, under the stated conditions,
for x as above. We can repeat this uniformly for all points of the boundary Z € 0f2, to obtain

2dist(z, 0)

M@<Mm% :

, 1} for all T € Xs

and, since © < M in Qg, we can conclude that the above upper bound extend to the whole €.

Lower boundary estimates. Fix a point x € 9€)5 and consider an inner tangent ball at x, say Bg, (xg) C
Q5. Consider now a bigger ball Br(zp), with R = Ry + 0, and consider the annulus A = By \ Bp,.
Note that we can always choose § = R;. Consider the subsolution » on the annulus A of Lemma 5.2.
We will compare v and w on AN Q: on the inner boundary dBg, N €5 we have that u > ¢ = u while
on the outer boundary 0Br N Q we have u > 0 = u. As a consequence on A N Q we have that, for any
x € ¥s lying on the line joining T and z:

c Rd72
> = ~1
ule) 2 ulr) = e [u o[ ]
a R—|x—x0| R1 p) € R1 =2 . 3 .
2 e T, RS E-R 25 ) 00 = gy dit(r,09)

where in (a) we have used the inequality (recall that d > 3) ¢t — 1 < #?=2 — 1 valid for all £ > 1. and in
(b) the fact that Ry < |z — 29| < R, R— Ry = § and that dist(z,9Q) = R — |z — x¢|. The condition on
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the smallness of the set needed for comparison to hold when p > 1 is identical the one studied in the
previous step. We can repeat this for all points of the boundary T € 9{)s, to obtain

dist(x, 00)

u(z) > e YR for all x € Xs

and, since u > € in Qs, we can conclude that the above bound extend to the whole Q in the desired
form (5.8). O

The above lemma combined with the local Harnack inequalities provides a first form for the global
Harnack inequalities.

Theorem 5.5 (Global Harnack inequality) Let Q C RY be a bounded domain, and let u be a weak
solution to —Au = P, with u =0 on Q. Then the following inequality holds true

_ N(9.6) :
. ) - = ) = ’
(5.9) sup u(x sup u(r) < H, inf wu(x) for any 0 < < 4§
z€Q z€Qs,2 z€Qs

where N(Q,0) = 20 is given by (5.14) and H, is given by (7.1) or (7.3) when 0 < p < 1 or when
1 < p < p. respectively. On the other hand, when p. < p < ps, the following inequality holds true

(5.10) supu(z) = sup u(z) < Hp(Q,0)[u] inf u(x), for any 0 <6 <6y,
e T€Qs /2 z€Qs

and the constant H,(S2,6) may also depend on u through some local LI-norms.

Remarks. (i) Note that 1 < #H,(€,d) — 400 as § — 0.

(ii)When p. < p < ps, the constant H,(,0) has the form

(5.11) Hp(2,0) =Hp1Hpo . - HpN

where H,, [u] depends on u through some local norms as the constants H,[u] in Theorem 4.1, namely

d
(pil)+ 2g—d(p—1) 1

5.12 Ixg (fBé/z uﬁdx) q (fBa/z uﬁdm)
(5:12) Hypklu] = I 7 fp uP—D+dz 7
e Bs/a (fBa/ uidav)g
2

with I 7 given by (7.4), I_ 4 is given by (7.7). In the previous formula, balls are centered at suitable
points xj, see the proof below for details.

Q=

-

Proof. The proof is divided into several steps. We will fix dg = J0(Q2) as in Lemma 5.3, so that
dist(-, Q) € C?(Zs,), where 35, = Q\ Qs, .
e STEP 1. The maximum on ) is attained in {5/5. Fix a 6 < dg. As a consequence of Lemma 5.4, we

have that, letting M = sup,cq u(z), then u(z) < M min {2dist(z,08)/5, 1} for all z € Q, therefore
u(x) < M when dist(x, Q) < 0/2, so that the supremum of v in € is attained at some point in €25/5 .

e STEP 2. A global Harnack inequality on Q5. Let now m := inf,eq; , u(z) and let M = SUD,e; u(x),
the latter equality being proved in Step 1. Since u is continuous on §25,5 as a consequence of Harnack
inequalities, m, M are attained, say at xo,T € (25,5 respectively. We recall here the form of local
Harnack inequality that we will use

(5.13) sup  u(z) <H, inf u(x)

z€Bs/4(ar) TE€EBs/4(Tk)

where the constant H, always depend on ¢, but when 0 < p < p. it does not depend neither on
x € Qs neither on u (see Theorems 4.2 and 4.3 for an explicit expression); on the other hand, when
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pe < p < ps Hp may also depend on u, through some L9(Bjs/2(2x))-norm (see Theorem 4.1 for an
explicit expression), in which case we will denote it by H, k.

Now we will choose a finite number of balls Bs/4(xk), such that By s(zx) N Bs/a(zr41) # 0 for all k,
and such that zo € Bs/4(21) and T € Bj/4(25). The number of such balls in not greater than

(5.14) N = N(£,6) := (1 + [diarg(Q)Dd (1429

(clearly the above bound is not optimal). We will choose z;; € Bs/a(x;) N Byja(z;) # 0. Now
choose the sequence of points x1,...z5 such that zo € Bi(x1) and Z € Bs/y(2y), and such that
&}, = k-1 € Bsja(wg) N Bsja(wpy1) # 0, obviously N < N(€,6). Then we use the above Harnack
inequalities (5.13) in the iterative form

(5.15) u(zy,) > inf  w(x) >Hpr  sup w(@) > Hypu(ah, )
z€B;/a(Trk) z€Bs /4(xy)
to get
w(wo) >M,1 sup  u(x) > Hoqu(ah) > H 1H su(ah)
@€Bs/4(z1)
227—[;%7—[;%7—[;% sup u(m):HgiﬂgéH;%u(T)
zE€B;s [4(xy)

Recalling that u(xg) = inf,eq, u(z) and u(T) = sup,cq, u(r) = sup,cq u(z) (the latter equality follows
by Step 1), we have obtained

inf wu(z) > ’H;l(Q, 0) sup u(x), for any 0 < § < 4y,
z€Qs z€eQ

where
-1 o qy—1qy-1 -1 —1q,-1 -1
H, (Q,9) := Hp,l’Hp’Q .. '/Hp,ﬁ > ’;'-lpJ)'-ip’2 ... HP}N

since N < N(Q,0).

e STEP 3. Absolute constant when 0 < p <1 and 1 < p < p.. In this case the constants H, , = H,
are uniform and do not depend on ¢, cf. Theorem 4.2 for 0 < p < 1 and Theorem 4.3 when 1 < p < p,.
Therefore

(5.16) inf u(x) > ’H;N sup u(z), for any 0 < 6 < dy,
FASIOF] e

where H,, is given by (7.1) or (7.3) when 0 < p <1 or when 1 < p < p. respectively, with the choices
Ry =96/4 and Ry = 6/2, so that H, do not depend on ¢. []

5.3 Additional global absolute bounds when 0 <p <1 and 1 < p < p.

In this section we show how the Global Harnack inequalities of the previous section allow to prove
absolute bounds when 0 < p < 1 and 1 < p < p., when combined with the absolute bounds of Section
3.2. We recall that qualitative global absolute upper bounds are difficult to prove and have been proven
in [8, 15, 12, 13, 21, 22]. Such upper absolute bounds are qualitative (i.e. the expression of the constant
is not explicit), but cover the whole range 1 < p < p;; as far as we understand the techniques used in
[15, 12, 13, 21, 22] that holds also in the range p. < p < ps can not be made quantitative.
o1l <p< % < p. Brezis and Turner [8] have proven absolute upper bounds using the Hardy
inequalities of Proposition 6.2. The constants in this upper bound can be quantitatively estimated,
but the method used does not allow to treat the case of larger exponents.
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e If one wants to deal with the full range of exponents 1 < p < ps, one has to proceed as Gidas-Ni-
Nirenberg [21] when the domain is convex, or as DeFigueredo-Lions-Nussbaum [15] which extend
the ideas of [21] to more general domains. We refer also to the paper by Gidas-Spruck [22] for
a proof of qualitative absolute upper bounds for any 1 < p < ps. Unfortunately we are not able
to provide a quantitative version of the proofs of the above mentioned absolute bounds. Similar
remarks apply to the upper bounds given in Dancer [12, 13].

Theorem 5.6 (Global upper bounds when 0 <p < 1and 1 <p<p.) Let Q C R? be a bounded
domain, and let u be a weak solution to —Au = AuP, with 0 < p < p., p # 1 and with w = 0 on 0S).
Then

sup u(z) < M, 5 < +oo,

zeQ

where, for 0 <p <1 My s does not depend on § and has the explicit form

1

d 1—p
W} T SOACA=2) ) e
W=7 ] "l

(5.17) M5 = {)\

with ¢y as in (7.5) and ¢ > d/(d — 2). Moreover, for 1 < p < p. we have that

2d+3

/N5
(5.18) M, 5 o= HY @O (W

=1
) , for any 0 < < 6o,
where N(§,0) is given in (5.14) and H,, given by (7.3).

Proof. Now we split two cases, namely when 0 < p < 1 and 1 < p < p.. We keep the notations of the
proof of Theorem 5.5.

e STEP 1. The case 0 < p < 1. We recall the absolute lower bounds of Theorem 3.3, which give an
explicit formula for the constant.

e STEP 2. The case 1 < p < p.. We recall the absolute local upper bounds (4.5) which read in this
context, and we let R =§/4 < Ry = §/2. Hence

SRY pT 9+ 71 L d
1 < _— = _ 1 . = ,
(5.19) zeSBu,f(z) u(@) < Hp ()\(RO — R)2R4> Ty ( A2 > when L<p<p d—2

where the constant H, is given by (7.3). Joining this inequality with (5.9) gives

2d+3
A2

(5.20)  supu(z) = sup u(z) < ’Hé,v inf w(z) < ’HZ],VH ( ) ) for any 0 <6 < do. [J

e 2€Qs2 €852

Theorem 5.7 (Global lower bounds when 0 <p<1and 1 <p<p.) Let Q C R? be a bounded
domain, and let u be a weak solution to —Au = AuP, with 0 <p <1 and 1 < p < p. withu =0 on OS.
Then for any 0 < § < dg, we have

. i >
(5.21) mlenéa u(z) > Lps >0

where, for 0 <p <1

1
_ AN\
(522) £ =00 (58]
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while for 1 < p < p. and qo > @

_1
—N(©,0) Q7 (0 —p) |7
2
’ S (A (a0 — (p— 1))
where N (§,0) is given in (5.14) and H, is given by (7.3).

(5.23) Lys=H

Proof. We split the cases 0 < p <1 and 1 < p < p.. We keep the notations of the proof of Theorem
5.5.

e STEP 1. The case 0 < p < 1. We recall the absolute local lower bounds (4.6) which read in this
context, we let R =0/4 < Ry = §/2

) 1 (MRo — R)?R¢ = (A =
H 1 1
(5:24) wEBl,;r/lf(wk)u(z) =y < 8R3 Hy 9d+7

where the constant #, is given by (7.1). We join this inequality with the global Harnack inequality
(5.9) so that we obtain

1
A2\ TF
: —N -N : —-N—-1
(525) a:lenfg,; U(IB) > Hp ilelg U(QZ) 2 Hp meBl;/lf(;pk)u(x) Z Hp <2d+7) VO0<§ S 50

e STEP 2. The case 1 < p < p.. We recall the absolute lower bounds of Theorem 3.2

4(qo — 2 _ag—(p—1 dip—1
(526) (q() p) . |Q|22* a0 q(z): 1 S ||u‘|§;17 fOI‘ any qo > M .
S5 (DA (a0 — (p— 1)) 2
We join this inequality with the global Harnack inequality (5.9), recalling that
p—1
Jull < 0/ fsupute)|
€N
so that we obtain
Q|2 14(q — o
(5.27) inf wu(x) > H;N sup u(x) > H;N ik () 5 , forany 0 <6 <éo. O
e weQ SE A (a0 — (p - 1))

Joining the above upper and lower global bounds we can finally prove the global Harnack inequalities,
as follows.

5.4 Additional global Harnack inequalities when 0 < p < p,

Theorem 5.8 (Global Harnack inequalities when 0 <p<1land 1 <p<p.) Let Q@ C R? be a
bounded domain, and let u be a weak solution to —Au = AuP, with 0 < p < p. with u = 0 on 9.
Assume

do 1
2(d - 1)’ )\Mp—l

p,6

6 <81 := min and, if p > 1, 6 < min (61, ! ) .

(260)4= 1 (2pAMPE 1)
Then

(5.28) ;_% min {dist(z, Q) , 2d_25} <ufz) <

The constant M,, 5 is given by (5.17) (when 0 <p < 1) or (5.18) (when 1 <p < p.), and L, s is given
by (5.22) (when 0 <p < 1) or (5.23) (when 1 <p <p.).

min {2dist(x, 90), 6} for allz € Q.

M5
0
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Proof. Just combine the absolute upper and lower bounds of Theorems 5.6 and 5.7 with Lemma 5.4. []

e We now give another version of the global Harnack inequality, that holds uniformly for all p and is
needed in the next section when studying the limit p — 1, when we will deal with normalized solutions,
namely [|u[|Ls+1(q) = 1.

Theorem 5.9 (Global Harnack inequalities when 0 < p < p.) Let Q C R? be a bounded domain,
and let u be a weak solution to —Au = AuP, with 0 < p < p. with u =0 on 0. Let

1)
O e
Mplu] = oo pa () Jlull,y "

where Ioo p41(Q2) is given by (3.3), and assume

. do 1 , . 1
6 <61 :=min , and, if p > 1, 6§m1n<6, — )
1 20=1" i) " (250) 4 (2pAME u])?
Then
M, [u] (s _ Mplu] . . 5 —
(5.29) m min {dist(z, 0Q), 24726} < u(z) < Tp min < dist(z, 0Q), B Vel

where N = N(Q,9) is given in (5.14) while H, is given by (7.1) or (7.3) when 0 < p < 1 or when
1 < p < p. respectively.

Proof. We recall the global upper bound (3.2), namely

2(p+1)

(5.30) lalloo < Tooprn () llullpiy ™7 = Mylul,
where I p11(12) is given by (3.3). Then we recall the global Harnack inequality (5.9)

(5.31) Myu] =supu(z) = sup u(z) < ’H;)V insg u(z) = Héve, for any 0 < 6 < 4y,
zEQ TEQs /2 zells

and H, is given by (7.1) or (7.3) when 0 < p < 1 or when 1 < p < p, respectively. Just combine
the bounds with inequality (5.8) of Lemma 5.4 to get (5.29). Recall that moreover we require § <
1/ (2pAMP=D) if p>1. O

Theorem 5.10 (Comparing solutions for different values of p) Let Q C R? be a bounded do-
main, and let U, be a weak solution to —AU, = AU}, with 0 < p < p. with u = 0 on 9. Let
IUpllp+1 =1 and assume § satisfies the conditions of Theorem 5.9. Then

I p+1(Q) Up(x) I p+1(Q) N a
. d < < 2 .
(5.32) H]{JVIOOQ(Q) ST S Tea®) H; for all x € Q

where N = N(Q,9) is given in (5.14) , I 4(Q) is given by (3.3) and H, is given by (7.1) or (7.3) when
0<p<1orwhenl<p< p. respectively.

Proof. Under the running assumptions, inequality (5.29) of Theorem 5.9 gives for any 0 < p < p.:
(5.33)
I Q dist(x, 00 . [ 2dist(z, 00 —
’;_ZJ;,( ) min{ 15251%2? ) , 1} <u(x) < Ino p+1(0) mm{ls(ga), 1} for all z € Q.

from which (5.32) follows easily. [
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Remark. Note that the constant #, has two different expressions when p < 1 and p > 1, but both
expression are stable in p, in the sense that have finite limits when p — 1, even if they can be different:

0< lim M, =Hiz < +oo,
p

therefore we can assure that taking the limit as p — 1 in inequality (5.32) give

- - Up(a)
.34 N<l P
(5 3 ) Hl,i —= pir{l:t Ul(ZE)

IN

HY L for all z € Q.

the constant Hq 1 is not necessarily 1, but has an explicit expression given by (7.1) or (7.3). In any
case this stability in p is needed in the next section in which we will prove that U,/U; — 1 uniformly
in Q.

6 Comparing solutions for different values of p and the limit
as p—1

This section contains results that we needed and proved in [3]. We are not giving the proofs, that can
be found in that reference with sufficient detail.

Let 1 < p < ps and let U, be a weak solution to the elliptic problem

—AU =X, UP inQ
(6.1) U>0 in Q
U=0 on 0f)

where A, > 01if 1 < p < p; and A, = A; for p=1. We are interested in the relation between solutions
of the elliptic equation for different values of p € [1, ps), in particular we would like to see whether the
limit V' := lim,_,; U, exists and under which conditions it is the ground state of the Dirichlet Laplacian
@, on (). The existence of a limit depends on a normalization that we will discuss below.

It is well understood by subcritical semilinear theory that positive weak solutions of the above elliptic
problem are indeed classical solutions up to the boundary. Notice that when p = 1 there is a positive
solution, unique up to a multiplicative constant, while when p > 1 uniqueness is not always true, it
depends on the geometry of the domain. The difficulty in understanding the limit of U, as p — 17,
relies indeed in the lack of uniqueness and on a scaling property typical of the nonlinear problem. In the
case of uniqueness, for example in the case when 2 is a ball, solutions are variational, in the sense that
they are minima of a the functional ||[VU||3 under the restriction ||U||,+1 = 1, but when the uniqueness
is not guaranteed, solutions are just critical points of such functional.

One can also easily see that the constant A, > 0 in the nonlinear problem can be manipulated by
rescaling, because if U, (1)(z) is a solution with parameter A, (1), then U, 2)(z) = p/®=D U, 5)(z) is a
solution with parameter A, 2y = LA, (1). In any normed space ||U,, 2)|| = '/ ®=V||U,, 1)||. This means

that scaling allows to fix the norm of a solution: changing the norm by a factor u!/®=1 by scaling is

equivalent to changing ), in the equation by a factor p~'.

Assumption. Let us fix A, as the factor for which ||U,|,+1 = 1, so that, using U, as test function, we
obtain the following identity

(6-2) HVU;DHS = )‘pHUpHgI} = )‘pa

so that it is equivalent to prove that A\, — A1 or to prove that ||VUp|2 — [|[V®1||2, when p — 1. Recall
that ®; has unit L2-norm.

We state now the main result of this section.
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Theorem 6.1 ([3]). Let U, be a family of solutions of Problem 6.1 with p € [1,ps), ||Upllp+1 = 1 and
let A\, > 0 be chosen according to (6.2). Then asp — 1, Ay = A1, Up = @1 in L>®(Q), VU, - VI,

n (LQ(Q))d, Besides, there exist two explicit constants 0 < cg < ¢1 such that
(6.3) AN <A < ET

Moreover, there exists constants 0 < ko(p) < k1(p) such that k;(p) — 1 as p — 17, such that

(6.4) ko(p) < < k1(p), for all x € Q.

The delicate proof of such a result can be found in [3]. We just recall that a crucial ingredient in such
a proof is a delicate comparison argument joined with following well-known result:

Proposition 6.2 The following Hardy-type inequality holds true whenever Q) has a finite inradius and
satisfies a uniform exterior ball condition

f , 1,2 2d
- —I < H, ’ ) S —5 50> <r<l.
(6.5) H‘I) H, 4|V £ll2 if feWy (), 0<gq i—212r and 0 <r <1

where ®1 is the unique positive ground state of the Dirichlet Laplacian on Q, and H, 4 is a suitable
positive constant that depends only on r,d and |Q].

6.1 Additional bounds on ),

We shall also prove suitable lower bounds for A,. These bounds are easier to obtain than the upper
bounds.

(i) Using U, as test function, we obtain the global energy equality A,| U, HZE = ||VU,|3, that combined

with the Sobolev inequality

1 1
2 < |QPFT TSVl

1 _ 1
[fllp+a < 177271 f

gives, recalling that we have chosen A, in such a way that ||Up|p+1 = 1,

1 1T 2,4 ks
< | [ UF ae| < SHVULIE = AT I = S

\Q|ﬁ*2l Q7T 2"

We can rewrite the lower bound as follows
1 1

6.6 — <A and for p — 1 7<)\.
o splap# = ! slap-# ="

(ii) Other lower bounds can be obtained by combining Hoélder, Poincaré and Sobolev inequalities:

A S —
U541 < Sl < ( /\2) IVU[lz with 9= ggi—i- B
which gives
5 9 ;(pfi)
(6.7) 5= [ VU da > s Il = () 0

since we have chosen A, in such a way that ||Up|,+1 = 1.
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The case of variational solutions. Other estimates for )\, can be easily obtained in the case in
which solutions are minima of a suitable functional, this happens for instance in the case of domains
Q) for which the solution is unique, hence they are minima, since a solution which is a minima always
exists as a consequence of Kondrachov’s compactness theorem.

When the solution of the Elliptic problem 6.1 are minima of a suitable functional, namely when we
consider the homogeneous functional

Jo |Vul? dz

Iplu] = 2
(ot da)

defined on W,(2), and we seek for its minimum under the restriction llu||p+1 =1, we can define

Ap = inf J,[u] = hﬁ‘/|VuFdx where ;Y::{uEEWﬁ26D|HMb+1:1}.
uEXy ueXy Jq

Let U, € X, be a solution to the elliptic problem 6.1 with A\, defined as above. Estimates in this case

are simpler and hold for any 1 < p < p;.

Proposition 6.3 ([3]). Under the above assumptions, if U, is a minimum for the functional J, on the
set Xp, then it is a positive weak (hence classical) solution to the elliptic Problem 6.1. Moreover the
following estimates hold

dp-1) )\, ulen)g Tolu] p-1
6.8 Sohp) TeED < 22— Ir <)
( ) ( 2 1) — 1 i€n)£ Jl[u] 7| ‘
ueXy

where A1 is the first eigenvalue of the Dirichlet Laplacian on €, and Ss is the constant on the Sobolev
imbedding from W&’Q(Q). As a consequence, \y — A1 as p — 1.

Proof. It is a standard fact in calculus of variations to see that a minimum of J, is a weak solution to
the elliptic problem under consideration. We can now prove the upper estimate:

Vul*d Vo, [2d L
Ap = 16n)£ / |Vu|2 de = hlle fQ V| i < fQ |V, | i <A |Q|§?
ueXy JO ueW, % (Q) (fQ up+1 d.’l?) I (fQ @]10+1 dg;) rES)

if we moreover assume ||®1|| = 1 (not restrictive). We have just used the fact that A®; = A\ Py
together with Holder inequality ||®]|% < \Q|Z%i [®1]2,,. The lower estimates are exactly the same as
(6.7). O

Remark. The above considerations and quantitative estimates can be easily extended to the case when
0 < p < 1, in which case the solution is well known to be unique, hence variational.

7 Appendix

7.1 Values of the constants of the local bounds
We present there the values of the constants in the local bounds of Section 4 , which have been calculated

in [4]. In the proofs of the results of this paper, we have always taken R, as a multiple of Ry, therefore
eliminating the dependence on Ry and R in the constants listed below.
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The Harnack constant when 0 <p <1

20SLR2 ( R AV
(

Hy = | (Ro — Rso)? \(Ro — Roo)? ' R2,
B no—+ _d=3 %
d d 22732
(1) ) 2 ((d—2) dw? +e> Vwd X{( d )d 2(d — 2)v/d
nofé d—3 ) - — 3
(a2)" "% —eld-1) =2 (Vi-vI-y)

qo RZ, 4
with
d_ 9\ % ' log (e(d -1 d;i‘ig ) 3
(7.2) q = (d) and ny = i.p og dd2 + B

The Harnack constant when 1 < p < p.

29
= 2q—d(p—1) dp—1 d
(73) Hp = Iooﬁ <M> 5 with % < a < ﬂ

where the constants g € (0,90 A g, go and I 4 are given in (7.7), Ig 4 is given by (7.8), (7.9), I g is
given by (7.4); moreover, since § < d/(d — 2) we require the additional condition (7.6).

The upper bound constant in the local case.

d
2(p—1)4 | 2¢—d(p—1)¢

P T d \*  2d-2)
= (1-p)? d=2) (Vd—d—=2)°

(7.4)

d—2 d—2 1 S a DT
X |Ap+——+ (1 - Qmax{dq— d—Q,H}
ot T2 P ma{ Tl (-2,

where p = Roo/Ro < 1 and we have used the convention =4 /x = 0 when z = 0 and, moreover, we have
set Ay, =2ifp#1, Ay =X/4if p=1, with
(d—2)q
(d—2)q—d
. ﬁ)kofl+i[q_%]+(p_l)+%
=01 |(345)" " [- T [+ (0-1)4 452 -1

if ¢ > %
(7.5) €=

—~

if0<q< 3%

(iii) When ¢ also satisfies 0 < g < d/(d — 2), we will require in the proof the additional condition

log 2*:‘1(:0:1)+ log 2*:d(1?:1)+
(7.6) %51)* is not an integer, and kg := i.p. %f;m ,
log 755 log 355

(i.p. is the integer part of a real number). Notice that taking ¢ = p+ 1 > d(p — 1)/2 is possible if and
only if p < ps = (d+2)/(d — 2). In any case this condition is not essential as explained in [4], but it is
needed to get a clean expression of the constant.
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The lower bound constants. We let

(7.7)

Moreover, if <75 < ¢ <G we let

alla

(7.8) Iq =

Qlla

(7.9) Ia=3-2 2

7.2 A numerical Lemma

Lemma 7.1 The following inequality holds for any a,b > 0 and for any p > 1:
(7.10) (a—b)(a” —b") < p max {a”',b""' }(a — b)?
Moreover the following inequality holds for any a,b >0 and p > 1:

(7.11) a? — b > pbP~'(a —b).

Proof. 1If a > b the validity of (7.10) is equivalent, setting z = 2, to the validity of (1 — z)(1 — 2P) <
p(1 —x)? for all x € [0, 1], that is to 1 — 2P < p(1 — z) for all x € [0, 1], which does in fact hold by the
concavity of g(x) := 1 — 2P, since the line h(x) := p(1 — x) is the tangent to g at © = 1. The case a < b
follows as well by interchanging the role of a and b.

The second inequality (7.11) follows by the inequality ¥ — 1 > p(x — 1) for all > 0 which is valid

since 2P — 1 is convex so that its graph lies above its tangent at z = 1. [J
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